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WELCOME MESSAGE 
 

Dr. Supawadee Namuangruk 

President of Computational Science and Engineering Association 

(CSEA), Thailand 

 

 

 

 

 

Dear Friend and Colleagues, 

It is a great pleasure and honor to extend to you a warm invitation to attend the ANSCSE27, 

which will be held from July 30 to August 03, 2024. This year, the conference is organized by 

Chulalongkorn University and the Computational Science and Engineering Association (CSEA). As 

computational methods become increasingly important in science and engineering, the need to 

collaborate and exchange ideas and experiences becomes more critical. ANSCSE has a long history of 

being the major forum for computational scientists to communicate their ideas to their fellow scientists. 

Over 27 years, we have seen many signs of progress and much exciting research conducted in this area. 

Recently, the use of computational techniques has been extended to a broader domain of problems 

beyond science, such as attempts to understand the economy, human society, and social networking. 

Specifically, in sustainable development goals (SDGs), computational science and engineering have 

become important tools to help us achieve our goals. 

This year, in addition to the nine main sessions, we include two new forums: the 

“Computational Catalysis Southeast Asia Forum” and the “Thailand-Taiwan-Japan Workshop on 

Computational Science.” We expect to have fruitful discussions, establish new collaborations, and 

strengthen existing collaborations with many interesting international keynote speakers, workshops, 

and presentations by many exciting researchers. I am confident that with the experience of the 

organizing team from Chulalongkorn University, we will have a great and fruitful conference. We look 

forward to seeing all the participants at ANSCSE27. 

 

Best Wishes, 

 

Dr. Supawadee Namuangruk 

President of Computational Science and Engineering Association (CSEA), Thailand 
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WELCOME MESSAGE 
 

Associate Professor Dr. Supareak Praserthdam 

Department of Chemical Engineering, Faculty of Engineering, 

Chulalongkorn University, Thailand 

 

 

 

 

 

I am truly honored to chair this prestigious conference that has long been recognized by the 

computational scientists and engineers’ community in Thailand for more than 27 years since first 

ANSCSE in 1997 at NECTEC. Also, this year, we celebrate 25 years since the first ANSCSE conference 

at Chulalongkorn University. This year’s conference will focus on the achieving of the Sustainable 

Development Goals or SDG, where all of us, as one of the “computational scientists and engineers” 

will try our best to achieve these goals. Lastly, I hope that you all enjoy not only the fruitful discussions 

during the conference with your old and new colleagues, but also enjoy the vibe of this vibrant city of 

Bangkok or Krung Thep! 

 

Associate Professor Dr. Supareak Praserthdam 

Conference Chair 

Department of Chemical Engineering, Faculty of Engineering, Chulalongkorn University, Thailand 
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The need for a new class of computational tools to tackle the energy-water-environment-food-

health nexus” 

 

Rafiqul Gani 

PSE  for SPEED, Ordrup Jagtvej 42D, DK-2920 Charlottenlund, Denmark 

rgani2018@gmail.com 

 

The need for innovative and significantly better solutions than we currently can obtain has become 

critical and urgent because of the grand challenges of health, food, water, energy and environment that 

we are facing. The way we convert our resources to the chemicals-based products that we need for the 

survival of our society is clearly not working as evidenced by the sharp drop of earth’s biocapacity, 

measured in terms of hectares per person. The solution of this complex problem offers the opportunity 

for fundamental advances in science and technology. However, one area that needs urgent attention is 

our solution approach where we predominantly either use experiment-based trial and error approaches, 

or model-based computer aided techniques. While the former guarantees an experimentally verified 

solution but does not guarantee that better solutions do not exist, the later is able to quickly find the best 

solution within a defined search space using validated models. Both, however, lack predictive 

capabilities. That is, ability to find solutions beyond the scope of the technologies they are employing. 

This paper focuses on issues related to model-based computer aided techniques and what must be done 

to overcome them, also considering advances in AI, machine learning and computers. 

The development and use of the so-called process simulator has without doubt achieved great 

success. The petroleum and related industries have made significant progress towards achieving reliable 

design, safer operation, with for example, lower energy consumption and higher profit. This success, 

however, has lead to a negative trend, that is, replaced the trial and error experiment-based solution 

approach to the trial and error simulator-based solution approach, which is a faster and less expensive 

option. However, does it lead to the innovative and significantly better solution that we now need? The 

current unit-operation based process simulators have an inherent deficiency that they do not have the 

capability to find new and innovative processing routes involving newly developed technologies.  That 

is, should we look for solution approaches that are not so simulator specific? Are simulators able to 

solve the current problems we are interested in? If not, should we develop new methods & tools, or, 

should we wait until the simulators have the needed capabilities, such as the ability to find innovative 

solutions? A critical issue here is to understand the role of the process simulator – it is by definition, a 

tool to verify and not to determine the synthesis of a processing route, the actual process design, or the 

operation design or sustainable process alternatives and many more. They should be used for the 

purpose they are developed for. 

Clearly, a new class of methods and associated intelligent model-based computer aided tools are 

needed, where predictive and innovative capabilities are provided. Also, the many current and future 

needs, which may change, must be satisfied. For example, capabilities to synthesize new processing 

routes; to design chemicals-based products; to integrate resource management-utilization; to synthesize 

new intensified operations; to generate sustainable process alternatives and many more. Therefore, 

rather than provide large, complex and rigid process simulators, it could be useful to provide tailor-

made problem specific tools configured from a library of different software components (databases, 

models, design work-flows, analysis tools, solvers, etc.) according to the needs of the user. Note that 

here, the process simulator is one of many components. The models in the component library needs to 

have predictive capabilities. It should be possible to generate tailor-made tools of different scales with 

smooth transition from one scale to the other for similar applications. The paper will highlight the scope 

and significance of this new class of computer-aided tools and associated methods with several 

illustrative examples achieving significant improvements and proposing innovative, new and more 

sustainable solutions. 
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Improving the Accuracy of Density Functional Theory via Δ-learning and Machine-learning 

Exact Exchange-correlation Functional 

 

GuanHua Chen 

Department of Chemistry, The University of Hong Kong, Hong Kong, China; Hong Kong Quantum 

AI Lab Limited, Hong Kong, China 

 

Abstract 

Density-functional theory (DFT) is a cornerstone of modern computational chemistry. Specifically, 

Kohn-Sham DFT greatly reduces computational costs by focusing on the real-space electron density 

rather than the many-body wavefunction in a higher-dimensional space. However, the catch is that the 

exchange-correlation (XC) functional in Kohn-Sham equation is unknown and needs to be 

approximated. This leads to the errors that are too large to be predictive. We proposed and developed 

two approaches to address this problem, i.e., Δ-learning technique to calibrate the results of 

conventional DFT, and machine learning (ML)-based XC functional. 

 

As approximated XC functional leads to systematic error, a simple ML model with a little extra 

information will be capable for calibrating the less precise results to better counterparts. Δ-learning is 

thus designed to learn this error with a small amount of data. Our pioneering work back in 2003 

proposed a framework, proving that as simple as a one-hidden-layer neural network, together with 

several molecular descriptors, is enough for calibrating DFT-level results to experimental level. Later 

in 2022, we replaced the time-consuming DFT calculation with a graph neural network, enabling the 

prediction of experimental-level heat of formation in nearly no time. Δ-learning method has also been 

applied to calibrate photophysical properties, open circuit voltages of lithium-ion batteries, etc. 

Another solution to improve the accuracy of DFT is to find a better XC functional. In 2004, we 

refined the three hybrid parameters of B3LYP XC functional to make them depend on molecular 

descriptors included the number of electrons, dipole moment, quadrupole moment, kinetic energy, and 

spin multiplicity. The functional exhibits a remarkable alignment with experimental data. Thanks to the 

holographic electron density theory, in 2019, we further developed a deep-learning-based algorithm that 

maps quasi-local electron densities to the exact XC potential. This approach not only showed excellent 

performance on both the training and validation set, but also exhibited transferability and could describe 

van der Waals interaction. It is shown further that this approach also gives correct dissociation behaviour 

where conventional DFT functional fails. 
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Interaction between adsorbate and metal alloy systems: Insights from density functional theory 

and machine learning - based investigations 

 

Allan Abraham B. Padama1* 
1University of the Philippines Los Baños, Los Baños, Laguna, 4031 (Philippines) 
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Introduction 

From an atomic-scale perspective, analyzing metal alloys for catalytic applications involves a 

thorough investigation of properties like stability, activity, and selectivity. In such studies, adsorption 

investigations become relevant due to the reactions that happen on surfaces. The advent of more 

complex systems, like single-atom alloys (SAA) and high-entropy alloys (HEA), adds complexity to 

these studies. Nonetheless, these advancements are intriguing as they present opportunities to uncover 

functional materials for a range of applications. In this presentation, the interactions between atom or 

molecule and various alloy systems, e.g., SAA and HEA, as studied through density functional theory 

(DFT)-based calculations and machine learning (ML) techniques will be discussed. The mechanisms of 

these interactions, as well as the associated phenomena that influence their properties, will be presented. 

This will offer insights into the applications of these materials from an atomic-scale investigation 

standpoint. 

 

Methodology 

All DFT calculations conducted in the investigations were performed using the Quantum 

ESPRESSO package.1 We modeled the surfaces such that the interaction of the adsorbates in the 

periodic system is minimized. Furthermore, we introduced a vacuum layer to avoid the interactions of 

the periodically repeated slabs along the direction perpendicular to the surface. Adsorption of various 

atoms and molecules was performed to determine their stability on the surfaces. ML techniques were 

applied to predict the energetics and to assist in the analysis of certain mechanisms. In this approach, 

DFT results (e.g., energetics and electronics properties) and elemental properties of the atoms were used 

as input features for the models. Depending on the target values, different ML approaches were 

employed. 

 

Results and Discussion 

Figures 1(a) and 1(b) show the top views of the SAA and HEA surfaces, respectively. The SAA 

surfaces consist of different combinations of the following transition metals: Ag, Au, Co, Cu, Ir, Ni, 

Pd, Pt, and Rh. On the other hand, the HEA has Co, Cu, Fe, Mn, and Ni as its components. For the SAA 

surfaces, we found that the O and OH-induced segregation energies are influenced by the formation 

energy, metallic radius, d-band centers of the dopant, and the difference in the surface energies of the 

atoms. These factors were obtained by performing analyses using DFT and ML techniques.2 We also 

observed that surface facet can influence the segregation of surface atoms of bimetallic systems induced 

by varying coverages of adsorbates.3 

 
Figure 1. Top views of the (a) single-atom alloy and (b) high entropy alloy surfaces. 

 

On HEA, we calculated the adsorption of H atom using DFT calculations and ML techniques. 

Figure 2 shows the plots of the ML-predicted versus DFT-calculated H adsorption energies on the fcc-

hollow and hcp-hollow sites of CoCuFeMnNi(111) surfaces. We observed a broad range of H 

adsorption energies on the HEA surface. It signifies the synergy among the elements or a modification 

of the electronic properties due to the interaction of the constituent elements.  
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Figure 2. Predicted versus calculated H adsorption energies on (a) fcc hollow and (b) hcp hollow 

sites of CoCuFeMnNi(111) surfaces. (R2: coefficient of determination, MAE: mean absolute error) 

 

Significance 

This study examines the reactivity and stability of alloy surfaces. Most of the transition metals 

used in the study are abundant and exploring their applicability as catalysts for various reactions or 

as sensors would be vital in lowering the costs of devices. Furthermore, HEA are emerging materials 

that need intensive investigations. Determining their properties would promote their possible 

applications in industries and would contribute to the generation of knowledge regarding alloys in 

general. 
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Introduction 

Supported sub-nanometric metal clusters are considered a singular phase of matter exhibiting many 

interesting properties that can be used in the design and development of novel catalytic materials. For 

instance, metal sites on an oxide surface can exhibit high activity combined with enhanced selectivity, 

and decreased deactivation by undesired products. However, their atomistic simulation requires the 

consideration of a complex variety of possible active sites at the sub-nanometric level as well as the 

large number of accessible atomic configurations at reaction temperatures. 

The study of such a catalytic system, which is not easily accessible using Density Functional Theory, 

can be performed by implementing specific Reactive Force Fields capable of performing extensive 

simulations. 

In this talk, we present the development of reactive ReaxFF parameters and their use in simulations 

of catalytic reactions such as CO2 valorisation (via the RWGS reaction) or propane dehydrogenation 

(PDH) on both metal surfaces and nanoclusters. We demonstrate that these ReaxFF parameters can 

describe the DFT (density functional theory) results and permit using Molecular Dynamics techniques. 

 

Methodology 

We have used the ReaxFF method,[1] which employs the so-called bond order formalism and can 

simulate bond formation/breaking processes in systems of similar size to classical Molecular Dynamics 

simulations. Each catalytic process requires an assessment of existing parameters or developing new 

ones, requiring extensive training data for reparametrization. The optimization of force-field parameters 

relies on a large training set of DFT calculations of metal-catalyzed mechanisms, including geometries, 

adsorption, relative energies of reaction intermediates, and key bond-breaking/forming profiles. To 

accelerate and improve the optimization process with large training sets, it is possible to go beyond 

commercial optimizers. We use an in-house implementation of a machine-learning algorithm GA-ANN, 

Genetic Algorithm and Artificial Neural Network hybrid method. This method decreases the 

computational optimization cost and reduces the human participation and supervision of the 

parametrization process while simultaneously achieving low errors. To obtain the training set we have 

used DFT calculations using the VASP program.[2] Furthermore, the reparametrization can be 

accelerated by implementing a second-life application of existing data, such as results from published 

DFT calculations, to expand the training set. This approach enhances the efficiency and accuracy of the 

ReaxFF force fields, enabling more effective simulations of complex catalytic systems.  

 

Results and Discussion 

As case studies, we present the computational modeling of propane dehydrogenation (PDH) on Pt 

surfaces, alumina-supported (γ-Al2O3) Pt and Pt-Sn sub-nanometric clusters, and the reverse Water-Gas 

Shift reaction (rWGS) on Ni and NiCu surfaces and clusters. 

We demonstrate that the obtained ReaxFF parameters (2023-Pt/C/H and 2024-Ni/Cu/C/O/H can 

enable large-scale simulations of Molecular Dynamics techniques and describe main features of 

catalytic processes, see Figure 1. 

For PDH on Pt,[3] the measured selectivity as a function of surface topology follows the order 

Pt(211) > Pt(100) > Pt(111). Simulations at different temperatures on Pt(111) surface allowed building 

Arrhenius plot to determine computationally the apparent activation energy, 73 kJ mol-1, which is close 

to that determined experimentally for large nanoparticles (∼5 nm) supported on alumina (75 kJ mol-1).  

For rWGS on Ni, the force field accurately reproduces the entire energy profile of the rWGS 

reaction, including redox and non-redox paths, as well as side reactions such as CO hydrogenation. 
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Significance 

The present results and methodology confirm a way for a more efficient ensemble representation 

of nanocatalysts. This bridges the gap between atomic-scale modelling and mesoscale experimental 

techniques, thus offering the possibility of designing a more effective catalyst.  

 

a)  

 
b) 

 

Figure 1. a) Snapshot of a molecular dynamics simulation of PDH on a Pt sub-nanometric cluster 

supported on γ-Al2O3. b) Evolution of species on different Ni topologies 
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Designer Materials: Some Hydrogen-Related Case Studies  
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Introduction 

“... He who controls the spice controls the Universe ...,” declared Baron Harkonnen in the 1984 film 

adaptation of Frank Herbert’s 1965 novel Dune [1].  But, what is the spice?  It can extend youth... 

prolong life... increase vitality... heighten awareness... catalyze interstellar travel... use to make paper... 

plastics... cloths... fibers... It can be anything.  We could have replaced spice with energy... catalyst... 

platinum... and no one will be any the wiser.  Earl Ward Plummer [2] wrote along the same line, “... 

whoever controls complex materials controls science and technology, i.e., progress is materials-

driven...”  Complex materials exhibit startling properties, reveal new and unexpected insights.  

Development of methods and models to synthesize and simulate complex systems proved to be 

extremely useful.  But, don’t fall into the trap of developing sophisticated experimental and theoretical 

techniques becoming an end in itself: one better measurement, one better calculation.  Remember 

Ockham’s Razor?  Philip Warren Anderson [3] wrote, “ … a simplified model throws more light on the 

real workings of nature than any number of ‘ab initio’ calculations …, which, even where correct, often 

contain so much detail as to conceal rather than reveal reality…  After all, the perfect computation 

simply reproduces nature, it does not explain her ...” “Resources are the enemy of imagination,” quipped 

Thomas Delavane in the 2012 CBS TV series adaptation of James Patterson’s 2012 novel Zoo [4].  With 

these in mind, we take the hydrogen-surface reaction as a case study.  At the symposium, we will 

introduce some insights gained from spice-related simple model studies (cf., e.g., [5-9]), in our quest to 

Realize Designer Materials utilizing Surface as a Foundation, and explore some physical phenomena 

along the way.  In the following, we mention two topics related to controlling the dynamics of hydrogen: 

 

Dynamical Quantum Filtering (cf., e.g., [8] and references therein) 

Hydrogen plays an important role in a wide variety of applications, e.g., catalysis and metallurgy.  H2 

occurs in two spin isomeric forms.  Para-H have their two proton nuclear spins aligned antiparallel. 

Ortho-H2 have their two proton nuclear spins aligned parallel.  Symmetry requirements forbid 

spontaneous conversion between these two spin isomers.  Normal-H2 have a para-H2 to ortho-H2 ratio 

of 1/3, at room temperature.  Using the surface as a scattering/filtering media, we increase the para-H2 

to ortho-H2 ratio to 4.96 and 16.1 for normal-H2 scattered along the SrTiO3(001)[100] and 

SrTiO3(001)[110] of the TiO2- and SrO- terminated SrTiO3(001), respectively [12].  This could find 

significant applications not only in H2 storage and transport, but also in realizing materials with pre-

determined characteristic properties. 

 

Hydrogen Isotope Separation/Filtering via Tunneling (cf., e.g., [9] and references therein) 

Deuterium (D) occurs in natural water, hydrogen, methane, etc., in a D/H molecular ratio of ca. 100-

150 ppm.  The ratio in hydrogen varies somewhat with the source of the hydrogen.  Because deuterium 

is an isotope of hydrogen, the two cannot be separated by ordinary chemical methods.  There are, 

however, a number of prior processes by which deuterium (heavy water) can be separated from 

hydrogen (ordinary/natural water).  These include distillation, electrolysis, diffusion, normal kinetic 

isotope effect and various chemical exchange processes.  All of these are expensive, requiring either 

large capital expenditures or large amounts of energy, or both.  On an industrial scale, D2 enrichment 

with an H/D separation factor of ∼1.6 at 25 K involves D2O electrolytes produced by the Girdler sulfide 

process and cryogenic distillation.  Recently, we reported an H/D separation factor of ∼25 at 0.15 V 

and room temperature [9].  We realized this by polymer electrolyte membrane electrochemical hydrogen 

pumping (PEM-ECHP) through a heterogeneous electrode consisting of palladium and graphene layers.  

The hydrogen isotopes tunnel through the one-atom thick graphene layer during the electrochemical 

reaction.  Application of a bias voltage enables one to switch the system from a quantum tunneling 

(dominant) regime to a classical over-the-barrier (dominant) regime. 
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Remarks 

As in all … problems the governing principle is one of energy [10] …  And yet, we still need to know 

what Dynamics would result.  Any sufficiently advanced technology is indistinguishable from magic. 

[11]  Hence, … The Quest (to understand the Magic of Nature) Continues!    
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Introduction 

With increases in computational speed, the age of big data enables society to apply machine-

learning algorithms to all aspects of life. Recently, even scientists have utilized the age of big data to 

understand and control nature, whereby to improve our understanding of materials as well as design 

new materials. Machine learning, a computational dream for decades, has now been realized – or has 

it? 

 

Methodology 

Our research group has endeavored to participate in this exciting direction by applying machine-

learning tools to several physical chemistry and materials science - fundamental research problems 

including catalysts. With machine learning combined with computational density functional methods 

(FIREBALL2020 developed by our research group), our research has expanded to new directions such 

as predicting global reaction mechanisms and understanding adsorbate interactions on catalysts. We 

have also utilized our computational density functional methodologies to generate data for developing 

machine-learning potentials in a much more efficient manner than what has previously been proposed.  

Fast and efficient computational chemistry and materials science software has further enabled rapid 

accumulation of data from which machine learning algorithms can recognize patterns and make 

predictions. The application of machine learning tools to catalysis is not as straightforward as one might 

anticipate, and we will discuss our journey where machine learning meets quantum chemistry in 

catalysis.  

 

Results and Discussion 

We will discuss two prominent examples of our recent success with machine learning: 1) The first 

example is a machine-learning approach to evaluate global reaction coordinates. We report on a global 

reaction coordinate (containing all internal coordinates) to thoroughly describe the reaction 

mechanism for azobenzene photoisomerization. The formalism can be easily applied to any reaction 

mechanism in catalysis. the role of other proposed reaction mechanisms; 2) The second example is a 

machine-learning approach to predict adsorbate interactions of alloyed catalysts. Here, we utilize a 

machine-learning model, based on the random-forest method, to predict CO adsorption in thiolate 

protected Au-based nanoclusters. One advantage to our machine-learning approach is that correlations 

in defined features disentangle relationships among the various structural parameters. Our machine-

learning adsorbate model is easily extended to other metallic nanocluster catalysts.  

Significance 

In addition to our previous results using machine learning, we will discuss preliminary results where 

we are using machine learning to recognize patterns of chemical reactivity. Currently, we are developing 

a time series convolutional network approach to “forecast” reactivity. This approach will enable us to 

determine the factors at the quantum level for how reactivity occurs. Pattern recognition of charge and 

energy flow in materials will enable researchers to explore principles of reactivity. Understanding these 

patterns at the quantum level will enable us to further enhance the field of catalyst design.  

 



 

17 

 
Figure 1.  Relating structure and function relationships in catalysis will require an enhanced paradigm 

that includes machine learning algorithms.  
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Introduction 

Optimizing reaction conditions and designing new molecules or materials are crucial in solving 

energy and environmental challenges in human society. Experimentally testing different reaction 

conditions or synthesizing new molecules and materials costs a lot of time and resources. High-

throughput screening based on theoretical calculations is a practical strategy for making experiments 

cost-effective. The screening is usually combined with machine learning (ML) methods, which can 

reduce the costs of theoretical calculations and directly predict experimental results. A key point is 

constructing descriptors for ML models to recognize molecules and materials.   

 

Methodology 

We used various machine learning methods in the discovery of molecules and materials in 

conjunction with the density functional theory (DFT) calculations which are indispensable in the 

constructions of descriptors.  

 
Results and Discussion 

In our recent work, harmonic vibrational frequencies of several semiempirical methods (the PM6, 

PM7, and GFN2-xTB methods) were used as the frequency descriptor (FD) in Δ-machine learning (Δ-

ML) to reduce the cost in predicting the properties of molecules and materials [1]. The FD generated 

by the GFN2-xTB method has excellent performance among several semiempirical methods. The 

chemical accuracy can be achieved with a small training set size according to the combination of single 

point calculations at density functional theory levels. In addition, we further included infrared intensities 

to the FD, namely the FD-II. The chemical accuracy of energies can be achieved with a small training 

set size (3%).  

Moreover, a screening framework was implemented for discovering promising photovoltaic 

materials from double hybrid organic-inorganic perovskites (DHOIPs) [2]. DHOIPs are promising in 

photovoltaic applications due to their excellent optoelectronic properties and low production costs. 

Accelerated discovery of DHOIPs has been realized by combining ML techniques, high-throughput 

screening, and density functional theory calculations. Different from the previous works, the anisotropy 

of organic cations of DHOIPs was first considered, and Δ-ML was used in high-throughput of DHOIPs 

to improve the accuracy of ML models further. 19 promising DHOIPs with appropriate bandgaps for 

solar cells were screened out from 78400 DHOIPs and verified by performing HSE06 calculations.  

Further, we combined the steric and electronic effects into a descriptor to construct volcano plots 

of reaction yields in cross-coupling catalysis [3]. More experiments with other metal catalysts are 

required to verify the performance of the proposed descriptor, %𝑉𝑏𝑢𝑟 (min) - 3 ∙ HOMO–LUMO gap 

(eV). It has grasped fundamental factors, steric and electronic effects, which influence reaction 

outcomes together. It is also straightforward with precise physical meanings.  

In addition, to allow efficient and reliable transition state (TS) search on a potential energy surface 

(PES) and thus effectively determine the kinetics and thermodynamics of chemical reactions, we 

propose a TS search method in accordance with the Q-learning algorithm [4]. Appropriate reward 

functions are set for a given PES to optimize the reaction pathway through continuous trial and error, 

and then the TS can be obtained from the optimized reaction pathway. It is demonstrated that the Q-

learning method can predict consistent TS and reaction pathway with those by ab initio calculations, 

offering a simple and reliable Q-learning method to search for all possible TS and reaction pathway of 

a chemical reaction.  

 

Significance 

Machine learning methods are popular and influential in predicting the properties of molecules and 

materials. Developing effective descriptors plays a critical role in the performance of models. Our work 
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demonstrates that it is possible to accelerate various property predictions with our approach in the 

future. Our work also demonstrates an effective method for predicting and discovering hidden novel 

photovoltaic materials. The concept of volcano plots has universal validity and can act as a predictive 

tool to accelerate the understanding of cross-coupling catalysis. Our work offers a simple and reliable 

Q-learning method to search for all possible TS and reaction pathway of a chemical reaction, which 

may be a new option for effectively exploring the PES in an extensive search manner. 
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Introduction 

Proton in aqueous solution plays a fundamental role in chemical and biological reactions/materials, 

and isotope effects have also been reported. However, to our best knowledge, the discussion of the 

difference between a proton in light water and a deuteron in heavy water is limited. A calculation for 

deuteron in heavy water based on the first-principles calculations, including NQEs, has not yet been 

carried out. Significant nuclear quantum effects (NQEs) play a vital role in systems including hydrogen 

and deuteron due to their light masses. Path integral molecular dynamics (PIMD)1 is one of the methods 

that can be considered the NQEs. In this study, thus, we have analyzed the H/D isotope effect between 

proton/deuteron in light water and heavy water based on the first-principles calculations, including 

NQEs using the PIMD method.2 

 

Methodology 

We constructed the two computational models of an excess proton in 32H2O and an excess deuteron 

in 32D2O in the unit cell with the periodic boundary conditions (PBCs), as shown in Fig. 1. Cell sizes 

are adjusted for the reasonable density of light water (0.9971 g/cm3) and heavy water (1.1044 g/cm3). 

To consider the nuclear quantum effect, we have carried out path integral molecular dynamics (PIMD) 

simulations of 100,000 steps, including an initial equilibration process of 5,000 steps. The parameter 

setting is below; the temperature of this calculation is set to 300 K with Massive Nosé-Hoover chain 

thermostats. Time step size is set to 0.1 fs/step, and the number of beads is 16. The PIMD simulations 

were performed using a previously improved house code. Electronic structure calculations were 

performed using density functional theory (DFT) with the Perdew-Burke-Ernzerhof (PBE) functional 

and PAW pseudopotentials. Grimme’s dispersion correction (D3) is also considered. All the 

calculations were performed using the Vienna Ab initio Simulation Package (VASP) 5.4.4 program. 

 
Results and Discussion 

The radial distribution functions (RDFs) of the O-O distances for the entire system are shown in 

Fig. 2(a), while the RDFs of O*-O distances around the ions are in Fig. 2(b), where O* represents the 

oxygen atom in H3O+/D3O+. We found no significant difference in the O-O RDFs in the entire systems 

of H-body and D-body. Conversely, we found the H/D isotope effect at the second peak of O*-O RDFs 

(Fig. 2(b)). The main reason would be the difference in the ratio appearing Zundel structure for H-body 

and D-body.  

We also found double H3O+/D3O+ in some configurations. These differences in the cations between 

the H-body and D-body might also affect the mobility of the proton/deuteron. 

Significance 

We have analyzed the structural H/D isotope effect between an excess proton in light water (H-

body) and an excess deuteron in heavy water (D-body), including the nuclear quantum effect by path 

integral molecular dynamics simulation. We found that the second peak of the H-body is shorter than 

that of the D-body in the radial distribution function of O*–O, where O* is the oxygen atom of 

H3O+/D3O+ fragment. The main reason for this would be the difference in the ratio of the Zundel 

structure with the sp3-like configuration, where the Zundel structure in H-body (14.0%) is greater than 

that in D-body (12.0%). We also found rare occurrences of double H3O+/D3O+ configurations, mainly 

including the Zundel-Zundel-like structures such as H7O3
+/D7O3

+ and H9O4
+/D9O4

+. The ratios of such 

configurations appearing in our simulations are 0.89% and 0.20% for the H-body and D-body, 

respectively. 
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Figure 1.  The two computational models of (a) excess proton in 32H2O (H-body) and (b) excess 

deuteron in 32D2O (D-body) in the unit cell with the periodic boundary conditions (PBCs). 

 

 

 

 

 

 

 

 

Figure 2.  (a) The O-O RDFs for the entire system and (b) the O-O* RDFs around H3O+/D3O+. 
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Introduction 

Deep Learning enjoyed great success in problems like the prediction of molecular properties, where we 

explicitly provide supervision in the form of input-output pairs, obtained from experimentation or 

simulation, and use deep learning to generalize these patterns to a set of unseen examples. A few 

instances of these tasks are predicting the binding affinity,  solubility, spectra, etc., given molecular 

structure. However, in tasks where no such explicit supervision exists, we cannot use these deep 

learning methods. Furthermore, when the problem cannot be phrased as approximating a function from 

input-output pairs, deep learning cannot be used. Exploring molecules that have high drug-likeness and 

low toxicity is one such task. Reinforcement Learning (RL) has been applied to various domains in 

computational chemistry and has found wide-spread success. In this talk we will take few case studies 

of using RL in chemistry related tasks such as energy prediction, generative modeling and geometry 

optimization.  

 

Methodology 

RL, an increasingly prevalent category of machine learning algorithms, generally involves two main 

elements: an agent that takes actions on states present in a "state-space", and a critic in the form of an 

"environment” that assesses those actions and gives feedback to the agent through rewards or 

punishments.  We can indirectly provide supervision for such tasks which don't have an explicit “correct 

answer” by rewarding the model based on the properties of intereset such as drug-likeness of output 

molecules and the diversity of the molecules generated. RL's primary strength lies in handling multi-

step decision tasks, where the reward is determined after certain intervals rather than immediately 

following each decision. This reward is not necessarily directly connected to the last decision made but 

is, instead, the culmination of decisions made throughout the entire episode. 

In each state of our simulation, our agent is tasked with choosing an action. This action choice is 

represented by the policy function, which gives the probability of each action for a given state. The 

policy can be deterministic, where the probability for one action in each state will be 1 and for all others, 

it will be 0; alternatively, it can be stochastic, where all the actions have some probability and we choose 

actions by sampling from the probability distribution. Now that we know what actions we choose at 

each state, we can estimate the long-term reward that will be generated under such action choice starting 

from the given state.  

 
Results and Discussion 

We will discuss three main applications of RL in chemistry. 

 
Figure 1.  Visualization of any search in a parametrized molecule space being equivalent to ascending 

a reward function in that space. 
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(i) Molecular generation: We show that RL along with RNN or GPT can be effectively used to generate 

molecules de novo that have desired properties such as solubility, QED values, binding affinity, etc.  

(ii) Metal cluster generation: We have developed a machine learning potential for gallium metal clusters 

that will discussed. Followed by this, we will discuss the use of RL for generating three-dimensional 

structures of low energy gallium clusters. We show that RL makes this more efficient in terms of 

computational expense and also identifying more clusters than the traditional methods.  

(iii) Geometry optimization: One of the primary task in all molecular/material modeling exercises is 

geometry optimization. We show how multi-agent RL could be used to perform geometry optimization 

by designing reward functions based on the forces.   

 

Significance 

Focused and efficient searching of chemical space is essential to identify molecules and materials that 

exhibit desired properties and functions. We show that machine learning, specifically, deep 

reinforcement learning, is efficient in tackling the large chemical space problem effectively making 

material/molecular design faster and cheaper.  
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Abstract 

 Many materials with applications in energy materials, e.g., catalysis or batteries are non-crystalline 

with amorphous structures, chemical disorder, and complex compositions, which makes the direct 

modelling with first principles methods challenging. To address this challenge, we developed 

accelerated sampling strategies based on ML potentials, genetic algorithms, and molecular-dynamics 

simulations. Here, I will discuss the methodology and applications to amorphous battery materials, 

including constructing phase diagrams of amorphous phases and correlating their ionic conductivity 

with local structural motifs. Further, I will show how large computational and small experimental data 

sets can be integrated for the ML-guided discovery of novel materials. These examples show that the 

combination of first-principles calculations and ML models is a useful tool for the modelling of complex 

energy materials and for materials discovery. All data and models are made publicly available. 

 

Nong Artrith is a tenured Assistant Professor in the Materials Chemistry and 

Catalysis Group at the Debye Institute for Nanomaterials Science, Utrecht 

University, and a Visiting Researcher at Microsoft Research Amsterdam Lab.  Prior 

to joining Utrecht University, Nong was a Research Scientist at Columbia 

University, USA, and a PI in the Columbia Center for Computational 

Electrochemistry. Nong obtained her PhD in Theoretical Chemistry from Ruhr 

University Bochum, Germany, for the development of machine-learning (ML) 

models for materials chemistry.  She was awarded a Schlumberger Foundation fellowship for 

postdoctoral research at MIT and subsequently joined UC Berkeley as an associate specialist.  In 2019, 

Nong has been named a Scialog Fellow for Advanced Energy Storage.  Since 2023, Nong is a 

member of the NL ARC CBBC (https://arc-cbbc.nl ).  She is the main developer of the open-source 

ML package ænet (http://ann.atomistic.net ) for atomistic simulations.  Her research interests focus on 

the development and application of first principles and ML methods for the computational discovery of 

energy materials and for the interpretation of experimental observations. 
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Abstract 

I will discuss how we use quantum-chemical and data-science methods to advance the 

understanding of degradation in lithium-ion batteries and metal extraction processes for mining and 

recovering critical metals. 

The electrification of transport and industry requires batteries made from abundant materials. 

Unfortunately, designing cobalt-free cathodes for high-energy-density Li-ion batteries remains 

challenging due to the strong dependence of battery lifetime and rate capability on material stability 

and atomic-scale structural order. Moreover, extracting battery metals such as Cu, Co, Ni, and Li from 

ores has a significant carbon footprint. Therefore, we urgently need to develop longer-lasting batteries 

from more abundant materials and carbon-neutral metal-extraction processes. 

Toward these objectives, we developed a surface phase diagram methodology that provides 

insights into cathode degradation via oxygen release and explains stability differences between cathode 

materials with different compositions. We initiated steps toward engineering battery recycling processes 

using machine-learning-augmented first-principles calculations, achieving accurate metal oxide 

reduction and melting temperature predictions. 
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Introduction 

Infectious diseases are a significant threat to human health. The interaction of pathogens with host 

cells is critical to infection, the immunological response, and therapeutic interventions. Some bacterial 

pathogens release toxins from their membranes which can make us ill through interactions with our 

immune system. We are interested in the mechanisms by which such endotoxic molecules excessively 

stimulate innate immune receptors, which can lead to sepsis, a condition that kills millions of people 

globally each year. 

 

Methodology 

We build computational models that contribute to our understanding of the mechanisms of disease 

and host immune responses, with a particular focus on infective pathogens. Our main method of choice 

is molecular simulation, using multiscale approaches that allow us to access a broad range of 

spatiotemporal scales, from atomically-detailed systems to highly simplified coarse-grained resolutions. 

We integrate diverse structural, biophysical, and biochemical data into models that ultimately enable us 

to work towards novel therapeutic strategies. 

 

Results and Discussion 

To better understand the process of bacterial pathogen infection and the host response, we have 

developed computational models to trace in molecular detail the cascades and intermediates associated 

with transfer of endotoxins from bacterial surfaces to innate immune receptors. We have subsequently 

leveraged these models to establish previously undisclosed modes of action of endogenous peptides 

with anti-inflammatory and antimicrobial activities. Working closely with our experimental 

collaborators, we have engineered more stable and specific drugs targeting innate immunity and have 

also shown how such technologies might be adapted for reducing surgical site infections.  

 

Significance 

Collectively, this work has unraveled key determinants governing interactions between bacterial 

pathogens, endotoxins, and host immunity. Furthermore, it is helping towards the development of novel 

therapeutics to tackle ongoing issues of infectious disease and antimicrobial resistance.
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In this presentation, I shall present a basic theory on the existence and uniqueness of 

solutions and local solutions for initial value problems (IVPs) of  first  order  ordinary  differential  

equations  with  𝐿𝑝-Carathéodory nonlinearities that are not necessarily continuous based on the 

following paper: 

Kunquan Lan, A basic theory for initial value problems of first order ordinary differential 

equations with 𝐿𝑝-Carathéodory functions and applications, Journal of Differential Equations, 

386 (2024), 368-403. 

The basic theory contains three parts: (i) the existence and uniqueness of solutions in C([a, b], 

[c, d]); (ii) the existence and uniqueness of local solutions in C([a, a + h1(p)]; [c, d]); (iii) the existence 

and uniqueness of solutions and nonnegative solutions. 

The classical results dealt with the above part (ii) when f is continuous or an 𝐿1-

Carathéodory function, and only obtained the existence of a number h such that the IVPs had local 

solutions in C[a, a + h]. 

The results in parts (i) and (iii) are new. The results in part (ii) are new when p ∈ (1, ∞] 

and improve the classical results when p = 1. 

The new basic theory enriches the classical basic theory of initial value problems of first 

order ordinary differential equations. 

As applications of the basic theory, I shall present the existence of solutions and nonnegative 

local solutions for logistic type population models with heterogeneous environments, where the 

local rates of changes in the population density are  𝐿𝑝-Carathéodory functions. 

 

Keywords: Initial value problem, first order ordinary differential equation, 𝐿𝑝-Carathéodory  function,  

solution,  local  solution,  uniqueness,  fixed  point theorem, Bihari inequality 
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Introduction 

We will focus on (uncertain) multi-objective optimization model problems and the solution concept 

known as the lexicographic (robustness) solution concept. The concept of lexicographic optimization 

problems arises naturally when conflicting objectives exist in a decision problem, but for reasons 

outside the control of the decision-maker, the objectives have to be considered in a hierarchical manner. 

We will consider both the optimality and algorithms for the lexicographic robust solution concepts in 

the context of deterministic and uncertain multi-objective optimization problems. 

 

Methodology 

We will consider the lexicographic robust solution concepts in the context of deterministic and 

uncertain multi-objective optimization problems.  

 

Results and Discussion 

We will consider both the optimality and algorithms for the lexicographic robust solution concepts 

in the context of deterministic and uncertain multi-objective optimization problems. Additionally, some 

concrete problems will be examined as applications of the considered lexicographic (robust) solution 

concepts.    

 

Significance 

Narin Petrot is a mathematician whose contributions significantly advance optimization theory and 

variational inequalities. His research primarily focuses on the development andvanalysis of algorithms 

for solving complex mathematical problems, including convex optimization, variational inequalities, 

and set optimization problems. Petrot's work is noted for enhancing the stability and efficiency of 

optimization algorithms, particularly in distributed computing. 

(https://www.scopus.com/authid/detail.uri?authorId=56045120300&origin=AuthorEval) 
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Introduction 

Iterative processes play a fundamental role in mathematics research and practice. Examples include 

numerical solutions of equations, fixed-point theory, data analysis or machine learning, but also, real-

world applications like feedback loops, trial & error, or prototype development. 

The first part of the talk presents recursive processes in the complex plane: Horadam sequences 

which generalize Fibonacci numbers to two dimensions [1], and the dynamic geometry of triangles [2]. 

We will see how the geometric patterns generated by these iterations can be convergent, divergent, 

periodic, or dense in 1D curves or 2D annuli of the complex plane, and we will discuss some 

applications to random number generation. Then we relate some classes of non-expansive mappings to 

explainable AI and discuss a few recent applications of Data Science to Healthcare datasets and AI-

based chatbots used to improve student experience. 

Figure 1.  First 500 terms of Horadam sequences whose orbits are (a) convergent; (b) divergent; (c) 

periodic; (d) k-limit points; (e) dense in 1D; (f) dense in 2D. (g) Nested bisector triangles.  

 

Methodology 

 The geometric iterative processes are formulated in the framework of complex numbers, which 

allows the computation of exact formulae for the general terms of the various sequences. This leads to 

a convenient classification of the patterns, as a function of the initial parameters. The density proofs 

involve classical results from analysis (Weyl’s Lemma), and the performance of a novel pseudo-random 

number generator (PNRG) was evaluated using the NIST tests [4]. 

Proofs of convergence related to the sequence of nested triangles involve Cantor’s Lemma for Complete 

Metric Spaces, along with the power curve of a triangle and classical inequalities [2].  The results are 

visualized using Matlab diagrams, whose application drives the numerical simulations, inspiring 

generalizations and the exploration of other related dynamic geometries.  

 

Results and Discussion 

We provide the classification of the possible dynamics exhibited by complex Horadam in the 

complex plane and we provide a visual atlas of the resulting geometric patterns. Certain dense patterns 

were used to build a PNRG which performed well in various NIST tests. Then, we prove the 

convergence of bisector nested triangle iterations to a point and extend this theory further, to the case 

of iterations defined by points located on the power curve of a triangle (this contains famous points like 

the centroid G, incircle I, or the symmedian or Lemoine point K of a triangle). Finally, we present some 

key aspects related to a recent investigation of healthcare datasets, in which the statistical analysis 

revealed interesting connections and correlations to power laws [7]. In the end, we discuss the design 

and application of an AI-based chatbot called DerbyGPT, starting from the concept, technical solutions, 

applications, impact, and ethical considerations.  
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Figure 2.  (a) Road Accidents as a function of population density in urban areas; (b) DerbyGPT. 

 

Significance 

The results presented in this talk are linked to recent advances linked to geometric patterns of 

complex recurrent sequences and their applications. In dynamic geometry, the convergence of nested 

bisectors triangles was proved in a more general setting, closing a conjecture from [5]. The analysis of 

healthcare datasets provided useful insight [7], currently studied with financial support from NHS, 

while the DerbyGPT chatbot transformed student and staff experience [6].  

 

References 

1. Andrica, D., Bagdasar, O. Recurrent sequences: Key results, Applications and Problems, Springer, 

(2020). 

2. Andrica, D., Bagdasar, O., Marinescu, D.Șt. Carpathian J Math 39(3), 605-620 (2023). 

3. Artsawang, N., Baiya, S., Ungchittrakool, K., Bagdasar O., Plubtieng, S., Thammasiri, P., 

Carpathian J Math. 40 (2), 243-261 (2024). 

4. Bagdasar, O., Chen, M., Drăgan, V., Ivanov, I.G., Popa, I.-L. On Horadam Sequences with Dense 

Orbits and PR Number Generators. Mathematics 11, 1244 (2023).   

5. Ismailescu, D., Jacobs, J. Period. Math. Hung. 53(1-2), 169-184 (2006). 

6. O’Neill S., Mulgrew, D., Bagdasar, O., On the use of LLMs for transforming student and staff 

experience in Higher Education, in Proceedings of PPIC’24, July 4-5, 2024, Porto.   

7. Sutton, J., Shahtahmassebi, G., Ribeiro, H.V., Hanley, Q.S. Sci. Rep.10(1), 16863 (2020).

Road Accidents COVID-19 Mortality 

 
 

 

 



 

31 

Digital & Green Transformation Toward Smart and Sustainable Industry in Thailand 

 

Chawalit Jeenanunta1* 
1 Sirindhorn International of Technology, Thammasat University,  

Phatum Thani, 12120 (Thailand) 

*chawalit@siit.tu.ac.th (corresponding author designated with a star) 

 

Abstract 

The talk titled "Digital & Green Transformation Toward Smart and Sustainable Industry in 

Thailand" will explore the pivotal role of Cyber-Physical Systems (CPS) in achieving Sustainable 

Development Goals (SDGs), with a particular focus on the context of Thailand. CPS, integrating AI and 

IoT, is essential in advancing sustainable practices across various sectors, particularly in the green 

transformation of manufacturing. Emphasizing lean and kaizen methodologies, this talk will discuss 

how sustainable CPS can drive efficiency and innovation in energy systems and manufacturing. The 

presentation will highlight case studies and innovative approaches, including using Digital Twins to 

enhance the sustainability and efficiency of manufacturing processes, ensuring they contribute 

effectively to the SDGs. Additionally, the talk will cover the synergy between digital and green 

transformations, demonstrating how digital innovations can facilitate a smart, resilient, and sustainable 

industrial landscape in Thailand.
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The advancement of technology allows businesses to collect more data, not only financial records 

but also customer behaviors and web clickstreams. This so-called Big Data enables businesses to 

monitor closely how every activity interacts and collaborates. Instead of asking broad questions such as 

“How is our profitability?”, more detailed data can guide executives to understand each unit’s 

profitability level. Executives can then make prompt decisions on devising strategies for each business 

unit. 

 

This keynote will share how various companies leverage computational abilities to turn their data 

into business value. The session will explore business computation and how data is processed to gain 

business value, including: 

 

• The landscape of technology and managerial decisions 

• The evolution of business reporting, business intelligence, data mining, data science, and AI 

• Case studies and real-world examples showcasing how data is utilized to solve complex 

business problems 

 

The aim of this session is to demonstrate how computational abilities can help staff at any level gain 

a deeper understanding of their internal operations and external environment, enabling a company to 

react more effectively and gain a competitive advantage. 
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Abstract 

We explore the transformative potential of artificial intelligence in revolutionizing Thailand's 

educational landscape, particularly through the lens of environmental sustainability as conceptualized 

in the Gaia Theory and the Biotic Pump. Drawing parallels to James Lovelock’s view of Earth as a self-

regulating organism, the talk proposes the integration of AI-driven tools like encyclopedias and 

knowledge graphs to enhance the comprehension and application of complex environmental concepts. 

These tools are tailored to fit Thailand’s unique cultural and ecological context, aiming not only to 

improve educational outcomes but also to empower students to address pressing environmental 

challenges effectively. By embedding AI in environmental education, we envision a future where Thai 

students are not merely passive learners but active participants in fostering a sustainable planet. This 

integration represents a critical step towards aligning technological advancements with ecological 

stewardship, embodying Lovelock’s holistic vision of Earth's interconnectedness. 

 

 

 



 

34 

New techniques for understanding chemical reactions: a reaction space projector and a natural 

reaction orbital 

 

Tetsuya Taketsugu1,2* 
1Department of Chemistry, Faculty of Science, Hokkaido University, Sapporo, 0600810 Japan 
2Institute for Chemical Reaction Design and Discovery (WPI-ICReDD), Hokkaido University, 

Sapporo, 001-0020 Japan 

*take@sci.hokudai.ac.jp 

 

Introduction 

In quantum chemistry, the Intrinsic Reaction Coordinate (IRC) is crucial for understanding the 

fundamental processes of chemical reactions. Defined by the potential energy surface, the IRC has 

historically guided research into reaction mechanisms. Recent advances in automated reaction path 

search technologies now allow us to investigate these mechanisms through networks that include 

multiple reaction paths [1,2]. These networks facilitate a more detailed and interconnected discussion 

of reaction mechanisms. Each reaction path within the network is represented as a one-dimensional 

curve in a coordinate space of 3N-6 dimensions for a system of N atoms, forming a complex web of 

paths across a multidimensional space. Additionally, trajectories from ab initio molecular dynamics 

(AIMD) simulations provide dynamic pathways across this network. In this presentation, I will 

introduce the Reaction Space Projector (ReSPer) method [3-7], which employs dimension reduction 

techniques to analyze and project these networks and trajectories onto a unified, lower-dimensional 

space. I will also discuss the natural reaction orbital (NRO) method [8,9], which reveals the evolution 

of chemical bonds along a reaction path by mixing specific pairs of occupied and virtual orbitals. 

 

Methodology 

Dimensionality reduction is widely used across various fields to classify large and complex datasets. 

In theoretical chemistry, both linear methods like Principal Component Analysis (PCA) and Classical 

Multidimensional Scaling (CMDS), as well as nonlinear methods such as Locally Linear Embedding 

(LLE) and Isometric Feature Mapping (ISOMAP), are employed to capture the chemical and 

structural features of data with minimal loss of information. The disconnectivity graph, which 

visualizes the topology of high-dimensional potential energy surfaces (PESs), is particularly useful 

for depicting the free energy landscapes of proteins, preserving information about reaction barriers. 

CMDS offers a reduced-dimensional subspace while striving to maintain as much of the original 

multidimensional data's dissimilarity as possible. It can also project out-of-sample data, which were 

not included in the initial dataset, through an extended version of CMDS. In molecular chemistry, 

dissimilarity is typically quantified by the Euclidean distance between pairs of molecules. Although 

mathematically similar to PCA, CMDS is particularly effective at optimizing the distances between 

molecule pairs, making it a superior method for dimensionality reduction in certain contexts. To 

facilitate the visualization and analysis of molecular structures in a 3N–6 dimensional space, and to 

explore dynamic reaction behaviors in a reduced-dimensional subspace, we developed ReSPer, a 

Python-based program [3-7]. The ReSPer method involves three steps: (1) pre-processing, (2) 

dimensionality reduction of the original data, and (3) projecting out-of-sample data onto the reduced-

dimensional space, if necessary. 

NRO offers a novel approach for analyzing chemical reactions from the perspective of electronic 

theory [8,9]. This method hinges on the automatic extraction of a pair of occupied and virtual NROs, 

which are crucial in characterizing electron transfers in response to shifts in nuclear coordinates 

along a reaction path. These orbitals are derived from solving the coupled- perturbed self-consistent-

field (CPSCF) equations, which consider the perturbation due to nuclear displacement. Applied 

to various chemical reactions, the NRO-based method demonstrates that the sum of squares of the 

singular values, obtained from the CPSCF solutions, exhibits distinct peaks near transition state 

structures and along the potential energy curve's shoulders. These peaks not only underline a new 

interpretation of transition states from an electronic perspective but also highlight asynchronous 

reaction processes that are not readily apparent in traditional potential energy analyses. The 

robustness and universality of the NRO- based reaction analysis make it a promising tool for broad 

and fundamental reaction analyses grounded in electronic theory. This approach is poised to offer 
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insightful perspectives on reaction mechanisms, potentially standardizing reaction analysis within the 

electronic theory framework. 

In the presentations, I will introduce the methodologies of the ReSPer and NRO techniques and 

provide several demonstrations of their applications. 

 

Significance 

This presentation will highlight innovative new approaches for analyzing the elementary 

processes of chemical reactions through quantum chemical calculations and dimension reduction 

techniques. In ReSPer, the reaction path network is projected into a reduced-dimensionality reaction 

space. Dynamic trajectories are also projected into this reaction space, allowing for the extraction of 

dynamic routes within the reaction path network. In NRO, the movement of electrons along the 

reaction path is depicted through a pair of occupied and virtual NROs, allowing for the identification 

of regions where bond rearrangement or electron transfer occurs. 
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Introduction 

Annual production of methanol through CO2 and CO hydrogenation currently exceeds 100 

million metric and is expected to increase further since methanol is considered a promising green fuel. 

Cu-ZnO catalysts are most commonly used for methanol synthesis in industry, although they suffer 

from rapid agglomeration of Cu particles in the presence of water produced during CO2 hydrogenation. 

As a result, significant scientific attention is focused on improving Cu-ZnO catalysts for methanol 

synthesis or developing alternatives for them.  

 

Methodology 

In this talk, I will discuss our recent studies combining experiments and density functional (DFT) 

simulations exploring how the engineering of the nanostructure of catalysts can help improve their 

activity in CO2 reduction. In our computational approach, we devote particular attention to the 

generation of realistic catalyst models that are in equilibrium with the reaction environment and 

accurately reflect the nanostructuring of the catalysts in experimental studies. 

 

Results and Discussion 

In particular, I will show how designing nanoreactors based on mesoporous silica can help stabilize 

highly active CuZn alloy nanoparticles as small as 2 nm under methanol synthesis conditions [1]. 

Besides the presence of the alloy phase, Cu-ZnO catalysts are known to develop during ZnO overlayers 

on Cu surfaces during the catalytic reaction. In this presentation, I will discuss how the interactions 

between Cu and ZnO overlayers alter the electronic structure of the latter and make them more active 

in hydrogenation reactions [2].  

ZnZrOx was proposed as a much more stable and selective catalyst for CO2 hydrogenation to 

methanol, despite their lower activity. Our recent studies show that the activity of ZnZrOx can be 

increased by doping them with Pd single atoms [3]. Curiously, our simulations show that Pd single 

atoms do not participate in CO2 hydrogenation directly, but rather facilitate the dissociation of H2 

molecules on the ZnZrOx surface. Moreover, our simulations revealed that the slow rate of diffusion of 

H atoms on the ZnZrOx surface limits their availability at the active sites for CO2 reduction to methanol. 

To address this problem, we proposed engineering a distribution network for H atoms in the form of 

carbon nanotubes (CNT) inside the catalyst [4]. The methanol yield on the obtained PdN/CNT/ZnZrOx 

was shown to be 3 times higher than on Pd1/ZnZrOx and 8 times higher than on pristine ZnZrOx. 

Finally, I will discuss our recent studies of CO2 reduction to methanol on MoS2-based catalysts 

[5]. In this study, we fabricate MoS2 nanospheres without highly active but unselective edge sites 

through the sulfidation of molybdenum oxide particles. The curved morphology of the produced MoS2 

spheres induces strain in the active sites and makes them more active in CO2 reduction or facilitates 

their regeneration under catalytic conditions. Moreover, we show how MoS2 catalysts with monolayer 

thickness are more active in methanol production compared to multilayer catalysts due to altered active 

site structure [6].  

 

Significance 

The presented studies highlight how DFT simulations can help the understanding of chemical processes 

on heterogeneous catalysts and facilitate the rational design of catalysts for societally important 

reactions. They also illustrate how nanostructuring of catalysts can be considered in DFT simulations 

and its importance for the activity of applied catalysts. 
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Introduction 

The single metal atom coordinated N-doped carbon (M/N/C) is a highly efficient electrocatalyst with 

two-dimensional properties, allowing for adsorption on one side while the other remains available for 

reaction. This adsorption modifies electronic states, affecting catalytic activity and stability. 

Investigating how electrolyte anions impact stability and activity informs the design of stable, active 

catalysts. In this study, we explore the effect of electrolyte anion adsorption on single metal atoms 

incorporated into graphene for ORR and CO2RR, suggesting optimal combinations for catalyst 

performance [1, 2].  

 

Methodology 

Density functional theory (DFT) calculations were conducted using the Vienna ab initio simulation 

package (VASP). The projector augmented wave (PAW) method described core electrons, while a plane-

wave basis with a kinetic energy cutoff of 600 eV defined valence electrons. The BEEF-vdW functional 

accounted for exchange and correlation energies. Solvent effects were considered during relaxation, 

utilizing implicit solvation with a water medium dielectric constant through VASPsol. A dipole 

correction perpendicular to the catalyst surface was applied to decouple electrostatic potentials. 

Brillouin zone sampling employed a 3x3x3 Monkhorst Pack k-point mesh. Stability under 

electrochemical conditions was thermodynamically assessed by evaluating the likelihood of metal 

center atom dissolution from M/N/C structures [3]. Reaction free energies for ORR and CO2RR steps 

were calculated based on adsorbate adsorption energies. Catalytic activity was approximated using the 

computational hydrogen electrode (CHE) model [4].  

 

Results and Discussion 

During the Oxygen Reduction Reaction (ORR), different electrolyte anions can vie with water for 

adsorption on the single metal site, influenced by the metal atom's nature and the local carbon structure 

surrounding it. This anion adsorption can either poison or modify ORR activity. When an electrolyte 

anion adsorbs on the single metal site, it can enhance stability against dissolution in acidic environments 

compared to pure water. Considering both acid stability and ORR activity, single metal sites based on 

Ir, Cu, Rh, Zn, Au, Os, Cr, and p-block elements (Sb, Sn, and Bi), particularly on graphene edges, 

exhibit comparable ORR performance and stability to those based on Fe and Co. In the Carbon Dioxide 

Reduction Reaction (CO2RR), most electrolyte anions don't interact with single metal sites, but water 

and gas molecules can form ligands. Interestingly, the reduction activity of CO2 to CO on single metal 

sites with ligands from the solution aligns with experimental trends. Apart from Fe, Co, Mn, and Ni-

based single-atom catalysts, promising single metal sites (Cr, Ru, W, Re, Os, Rh, Bi, Sb, Mo, Zn, and 

Ir) are suggested, considering the adsorbate ligand from the solution.  

 

Significance 

In ORR, electrolyte anions compete with water for the metal site, stabilizing it. In CO2RR, they're less 

involved, but water and gas affect activity. By considering stability and activity, we can suggest 

effective electrolyte-metal pairings for durable catalysts in both reactions. 
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Introduction 

The rational design of catalysts relies on a deep understanding of the structure-activity relationship. 

Obtaining the activity distribution on the catalyst surfaces is essential to gain the quantitative structure-

activity relationship of catalysts. Characterizing and recognizing the structure of active centers are the 

main targets of fundamental research in catalysis, which remains great challenges both for experimental 

and theoretical researches. One of the main challenges is the diversity and inhomogeneity of surface 

sites. Even the well-defined model surfaces may also possess multiple distributions of reaction sites and 

may change due to surface fluctuation under different reaction conditions. The essence of the problem 

of surface activity distribution is statistical sampling. The ML-driven adequate sampling (MLAS) 

method, was developed for comprehensive analysis of the site chemical environment and activity 

distribution on surface, including both the adsorption and transition state. Various ML-based strategy 

algorithms and surface characteristics were adopted to greatly improve the efficiency of the entire 

process. 

 

Methodology 

The ML algorithms, such as K-Means for clustering, PCA analysis for reducing dimensionality, 

Gaussian Process Regression, were all carried out by scikit-learn package. The overall workflow for 

MLAS starts from sampling space definition through decomposition of degrees of freedom based on 

the symmetry analysis of surface and reactants. And then perform clustering analysis on the vector 

representation of the chemical environment of sites transformed from Cartesian coordinates. Then, the 

initial sampling process is performed based on the clustering results, followed by constraint 

optimization to obtain the minimum energy for adsorption or transition state at sampled site. The 

following GPR analysis gives the regression functions and error distribution. Based on the error 

distribution, the supplementary sampling and GPR process will be further iteratively performed until 

the setting criteria are reached. All electronic structure and geometry optimization were calculated by 

VASP and ASE. 

 

Results and Discussion 

This MLAS method was applied to the N2 activation process, the most important step in NH3 synthesis, 

to revisit the active centers and the activity distribution over the Ru catalyst surfaces. This activity 

distribution heat-map and the activity population function provide holistic understanding of active 

centers beyond the estimation from a few special sites (Fig. 1). This approach can be applied to other 

more complicated catalyst materials and reaction networks, such as interfaces and defects surfaces, and 

can be strengthened and extended with advanced sampling and potential energy surface exploration 

methods. 
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Figure 1. Structures of Ru facets and energy distributions for adsorption and transition state. 

 

Significance 

We developed the extensible ML-driven adequate sampling method for highly efficient active site 

sampling on catalyst surface, which can generate activity distribution and provide holistic 

understanding of active centers beyond the estimation from few special sites. 

 
Figure 2. Activity distribution of N2 activation by MLAS on Ru catalyst. 
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Introduction 

In the rapidly evolving landscape of engineering and scientific research, the ability to accurately 

simulate complex systems is paramount. From the molecular-level interactions that govern material 

properties to the intricate mechanisms of macroscopic systems, comprehensive simulations offer 

invaluable insights that drive innovation and enhance efficiency. Simcenter Culgi and Simcenter 

STAR-CCM+ stand at the forefront of this technological frontier, providing robust platforms for 

detailed and integrated simulations. These tools enable researchers and engineers to bridge the gap 

between molecular phenomena and large-scale mechanical processes, ensuring a thorough 

understanding and optimization of various engineering challenges. 

Simcenter Culgi excels in molecular modeling and computational chemistry, offering advanced 

capabilities for simulating molecular dynamics, quantum chemistry, and materials science. Its 

sophisticated algorithms allow for the exploration of molecular interactions, reaction mechanisms, and 

material behavior at the atomic scale. On the other hand, Simcenter STAR- CCM+ is renowned for its 

powerful computational fluid dynamics (CFD) and multiphysics simulation capabilities, enabling the 

analysis of fluid flow, heat transfer, and structural mechanics in complex geometries. 

Together, these tools provide a seamless integration of molecular-level insights with macro-scale 

engineering simulations, creating a comprehensive framework for tackling multifaceted engineering 

problems. This paper explores the synergistic capabilities of Simcenter Culgi and Simcenter STAR-

CCM+. Through detailed case studies and practical examples, we will demonstrate how leveraging 

these advanced simulation platforms can lead to groundbreaking discoveries, optimized designs, and 

accelerated product development, ultimately driving the next generation of engineering innovation. 

 

Methodology 

- Simcenter Culgi software 

- Simcenter STAR-CCM+ 

 
Result and Conclusion 
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Introduction 

Central to the affordability and success of liquid organic hydrogen carriers is the search for a 

dehydrogenation catalyst that selectively dissociates the C-H bonds while preserving the C-C bonds. 

Dehydrogenation selectivity is increased using p-block promoters like sulphur. These promoters 

sterically block & electronically modify the certain active sites. Hence, it is necessary to establish the 

type of active sites blocked by promoters, and whether promoters alter nanoparticle morphologies. 

Equilibrium morphologies of promoted nanoparticles are determined by Wulff constructions- which 

require surface energies of promoter-decorated crystal planes as inputs. Computing the surface energies 

of these promoter-decorated crystal planes with density functional theory is challenging because of the 

large configurational space, especially at high promoter coverages. We present a surrogate model to 

estimate the surface energies of arbitrary (hkl) planes decorated with promoters and hence predict 

equilibrium morphologies of promoted nanoparticles on-the-fly. Further, due to trade-offs between 

selectivity and reactivity in these promoted nanoparticles, there is a need to systematically screen 

different promoters and determine how their coverage influences reaction rates & selectivity. Using our 

surrogate model combined with a micro-kinetic model for methylcyclohexane (MCH) dehydrogenation 

on S*-Pt nano-catalysts, we determine effect of S* coverage on the rate & selectivity to toluene (TOL). 

 

Methodology 

DFT calculations were performed using Quantum ESPRESSO in the Atomic Simulation 

Environment. Core electrons were represented by Vanderbilt ultra-soft pseudopotentials. Self-

consistent total energies were determined using the PBE-D3 functional at a plane-wave energy cutoff 

of 500 eV and a density cut-off of 5000 eV. 

 

Results and Discussion 

The surface energy in the presence of adsorbates (Ω) is deconstructed into contributions from the 

metal-metal interactions, metal-adsorbate interactions, adsorbate-adsorbate interactions, and 

temperature/pressure terms. Instead of DFT calculations, we employ surrogate models to estimate each 

term in, thus yielding Ω on-the-fly. Surface energies of bare Pt slabs are predicted using coordination-

based models like the alpha-scheme. Adsorption energies of S* at infinite separation, on active sites of 

arbitrary coordination numbers are estimated by site-specific scaling relations. To account for S*-S* 

interactions we employ a pair-wise interaction model inspired by prior studies. With this framework in 

place, we determine Ω for all possible S* coverages and configurations on the (111), (100), and (211) 

surfaces (Figure 1a). We input the Ω values of the most stable S* coverage and configuration on each 

(hkl) facet to generate Pt Wulff nanoparticles having different diameters. By tracking the densities of 

edge (unselective) and terrace (selective) sites before and after promoter adsorption, we verify that 

promoters introduce morphological changes altering the surface densities of selective and unselective 

active sites (Figure 1b). To analyze the effect of S* on reactivity, we map out the potential energy 

surface of MCH dehydrogenation species across the most stable active sites on Pt-55 CUBO clusters 

and S*-Pt-55 clusters. We observe that the elementary reaction barriers relatively lower compared to 

TOL desorption (Figure 1c). Next, we compare microkinetic models for MCH dehydrogenation on 

bare Pt vs S*-Pt to determine the enhancement in rate and selectivity per mass of Pt in the presence of 

promoters.  

 

Significance 

We present a surrogate model to determine the morphology of nanoparticles modified by promoters. 

Using potential energy diagrams, we identify the most stable reaction pathways and subsequently build 

to microkinetic models, to determine the change in reaction kinetics in the presence of promoters. Our 
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approach for improving the selectivity of nano catalysts is transferable to reactions beyond MCH 

dehydrogenation where competition between product desorption and secondary reactions exist. 

 

 
Figure 1.  a. Ab-initio phase diagram for S*-Pt (111) surface using the surrogate model b. Change in 

S*-Pt nanoparticle morphology c. Potential energy diagram for MCH dehydrogenation to TOL on 

CUBO Pt-55. 
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Introduction 

The effectiveness of machine learning models in molecular property prediction is often limited by the 

noisy and limited training data. To overcome these challenges, this study presents innovative algorithms 

that incorporate uncertainty quantification (UQ) methods into both single- and multi-objective 

optimization tasks, allowing for more robust and accurate molecular design processes. Moreover, an 

explainable UQ framework further attributes uncertainty to specific atoms, providing deeper chemical 

insight and refining confidence intervals. 

 

Methodology 

Utilizing the Tartarus platform,1 which enables physical validation of molecular properties, this study 

rigorously compares UQ-integrated optimization methods with traditional approaches. Surrogate 

models like the direct message-passing neural network (D-MPNN)2 predict molecular properties, while 

UQ techniques such as deep ensembles and evidential learning quantify aleatoric and epistemic 

uncertainties. These UQ methods guide genetic algorithms and other optimization strategies in various 

design tasks involving organic emitters, protein ligands, and reaction substrates. As shown in Figure 1, 

to further improve the interpretability of the model, we propose an explainable UQ framework, which 

offers a novel approach to attribute uncertainty at the atomic level, identifying specific chemical 

components prone to prediction noise. This model also introduces a post-hoc calibration method to fine-

tune the confidence intervals and improve calibration. 

 

Results and Discussion 

The UQ-integrated optimization tasks significantly improve property distributions compared to 

traditional approaches when surrogate models are properly calibrated. In single-objective optimization 

tasks, the models with well-calibrated uncertainties consistently produced enhanced property 

distributions. However, poor calibration reduced the benefits of UQ integration. For multi-objective 

optimization, the UQ-guided approach strategically directed exploration to meet specific application 

thresholds, improving the reliability and robustness of the design process as listed in Table 1. The 

explainable UQ framework, with its atomic-level analysis, effectively identifies unseen chemical 

structures and chemical species prone to noise. The post-hoc calibration further enhances confidence 

intervals and provides a reliable attribution method. 

 

Table 1. Comparison of top-k hit rates for multi-objective optimization results across various 

methods. 

Dataset Method Top-10 hit rate Top-50 hit rate Top-100 hit rate 

Organic emitters 

Weighted sum 0 0 0 

Manhattan 0.60 0.36 0.35 

Hybrid 0 0.20 0.29 

Uncertainty 0.80 0.56 0.36 

Reaction 

substrates 

Weighted sum 0.20 0.08 0.07 

Manhattan 0.10 0.10 0.10 

Hybrid 0.40 0.16 0.11 

Uncertainty 0.40 0.22 0.22 
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Significance 

This work advances computational molecular design by embedding UQ into the optimization 

framework, making uncertainty a strategic component rather than a minimizable factor. Incorporating 

UQ enhances predictive reliability and aligns closely with practical, real-world application demands. 

The explainable UQ model provides a deeper understanding of uncertainties at a granular level, 

allowing for accurate identification and refinement of high-risk areas. These findings mark a significant 

leap in computational-aided molecular design (CAMD) methodologies, paving the way for more robust 

optimization strategies and accurate predictions across a range of scientific disciplines. 

 

 
Figure 1.  An explainable UQ method for deep learning-based molecular property prediction. This 

atom-focused UQ approach offers an additional layer of chemical insight into estimated uncertainties. 

By analyzing individual atomic uncertainty values, it allows for the identification and diagnosis of 

specific chemical components contributing to prediction uncertainty.3 
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Introduction 

Heterogeneous interfaces between nanoparticles and surrounding materials have been extensively 

investigated to develop photo and electrode catalysts. For example, the interface region between a noble 

metal nanoparticle and a semiconductor reportedly facilitates the plasmon induced electron transfer. The 

electric double layer (EDL) between a heterogeneous electrode-catalyst and an electrolyte solution often 

governs the electrode catalysis. Therefore, the atomic-scale insights into the interface regions are required. 

However, it is difficult to apply theoretical methods to these complex systems because of the large 

computational cost. 

We have performed first-principles simulation of the photoinduced electron dynamics of 

nanomaterials using the SALMON program1,2 and have revealed the novel mechanism of optical response 

governed by the interface region.3,4 We have also developed a theoretical and computational method in 

which a heterogeneous material is calculated with SALMON and the solvation effect is evaluated using a 

statistical mechanical theory for molecular liquids (3D- RISM). The developed method has been applied 

to complex solid-liquid interfaces under light and voltage bias.5,6 

 

Methodology  

In the SALMON program, the 3D grid points are used as the basis set for the DFT calculation. 

Because of the simple algorithm, the program has high parallel efficiency and can be applied to 

nanomaterials. The solvation effect is evaluated using 3D-RISM theory, which is an analytical formula for 

molecular liquid and can be applied to dilute electrolyte solutions. After the ground state electronic 

structure is obtained, the photoexcited electron dynamics is simulated using the real-time time-dependent 

Kohn-Sham equation. 

 

Results and Discussion  

Recent studies have indicated that interface states between a noble metal nanoparticle and 

semiconductor can facilitate the plasmon induced electron transfer. In this context, we investigated the 

photoexcited charge transfer at the interface between TiO2 and an Ag nanocluster. Figure 1 shows the 

change in the electron occupation number by photoexcitation of a heterostructure consisting of an Ag20 

nanocluster and TiO2. The z-direction is perpendicular to the TiO2 surface, and the horizontal direction is 

the band energy relative to the Fermi level. The red and blue distributions indicate that the occupation 

numbers are greater and less than those in the ground state, respectively. In the Ag20 moiety (z > 13 Å), the 

electron occupation is not found in the conduction band, indicating that the excited electrons directly 

transfer from Ag20 to TiO2 without passing through the conduction band of Ag20. We revealed that the 

photoinduced electronic interaction at the interface region governs the direct electron transfer.3  

We have further investigated the solvation effect on the photoexcitation of nanomaterials because 

protic solvents are widely used for photocatalysts and cause local intermolecular interactions such as 

hydrogen bonding. Figure 2 shows the carrier density distribution of an Au147-H2O complex after the 2.3 

eV laser irradiation. The yellow and green distributions indicate that the electron density increases and 

decreases by photoexcitation, respectively. In the H2O moiety adsorbed on the top of Au147, the carrier 

density decreases owing to the electron transfer from H2O to Au147. By analyzing the solvation structure, 

we showed that the electron transfer was enhanced by the microscopic hydration.5  

The developed method can also be applied to electrochemical systems. Recent studies address to 

develop complex electrode-catalysts, for instance, used in fuel cells.7 However, it is difficult to understand 

the atomic-scale details of a heterogeneous EDL between an electrolyte solution and a complex electrode 

catalysis. Therefore, using the developed method, we investigated an EDL between a Pt13-graphite 

heterostructure and a 1 M KCl aqueous solution to reveal the EDL structure. Figure 3 shows the color map 

of the density distribution of Cl− near the positively charged heterostructure. The heterogeneous 

distribution indicates that the EDL structure is governed by the atomic-scale details of the surface 

structure.6 
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Significance 

We have investigated the response of heterogeneous interfaces to light and voltage bias using our 

original theoretical and computational method and have revealed the novel mechanisms governed by the 

atomic-scale details of the interface region. The direct electron transfer revealed in this study is, for 

instance, valuable for improving the efficiency of light-energy conversion. Our method can be applied to 

nanomaterials that are too large to calculate with a conventional theoretical method, and thus, is expected 

to contribute to understanding and designing of their optical and electrochemical properties. 
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Introduction 

Organic fluorescent molecules play the critical roles in the fluorescence inspection, biological 

probes, and labeling indicators. Learning the design principle of these molecular architectures always 

attracts the scientific interests of the synthetic and theoretical communities. In this talk, two tasks of 

predicting molecular electronic properties will be demonstrated using 10k-plus real world experimental 

and 100k-plus theoretical datasets, being represented by the chemical knowledge or physical structural 

information. An assessment of modifying the SchNET models for the predictions of molecular 

electronic properties, including absorption energy (ΔEabs), emission energy (ΔEemi), and 

photoluminescence quantum yield (PLQY), is reported. The sample molecules are embedded through 

the low-dimensional bondstep representation for the purpose of accelerating the dataset preparation. 

The solution environment is properly introduced outside the interaction layers of SchNET. Two 

featurization schemes under the framework of the Schnet-bondstep approach, with featuring the 

concepts of reduced-atomic-number and reduced-atomic-neighbor, will be demonstrated. 

 

Methodology 

We combined the low-dimensional bondstep representation and the reduced atomic number (RAN) 

featurization scheme for describing the complex atom connectivity in the dataset of organic fluorescent 

molecules. Bondstep representation does not require the prerequisite information of atomic coordinates, 

and can be simply derived from SMILES files based upon the valence bond theory. The RAN 

featurization scheme provides the functionality of learning the neighboring electronic effect. 

Incorporating the bondstep and RAN into message-passing type SchNET model can well capture the 

electronic energetics between HOMO and LUMO orbitals. Solvation effect was introduced to bypass 

the interaction blocks and fused to the molecular contribution before atom-wise decomposition for 

appropriately balancing the ratio of molecule/environment contributions to determine the experimental 

observables. 

 

Results and Discussion 

Two datasets – QM9 and deep4chem are investiagted using the modified SchNET-bondstep 

approaches. These featurized models can consequently provide fine predictions for experimental ΔEabs 

and ΔEemi with errors less than 0.1 eV. The corresponding predictions of PLQY (log scale Φ) are 

shown to be comparable to the published graph convolution network model with the root-mean-square-

error at < 0.4. The introduction network scheme for the solvation effect also provides the distinguishable 

behavior in terms of electronic adsorption vs. electronic emission.  

Table 1. Mean-absolute-error (in eV) and R2 values of testing sets using QM9 and deep4chem 

datasets 

QM9 EH EL ΔEHL 

Original SchNET 0.041 (NA) 0.034 (NA) 0.063 (NA) 

redo Schnet 0.051 (0.985) 0.041 (0.998) 0.076 (0.992) 

Schnet-bs-RANe 0.070 (0.969) 0.069 (0.993) 0.097 (0.986) 

deep4chem ΔEabs ΔEemi logΦ 

Schnet-bs-sol 0.083 (0.942) 0.084 (0.903) 0.324 (0.630) 

Schent-bs-RANe 0.079 (0.946) 0.080 (0.908) 0.263 (0.718) 
1R2 values are reported in parentheses. 
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Significance 

These studies provide a systematic demonstration of using low-dimensional bondstep 

representation and chemical knowledge based featurization methods for quantitatively predicting the 

complicated molecular electronic properties. Such an approach can be efficiently used for the high 

throughput screening on the discovery of new organic fluorescent molecules.  

 
Figure 1.  The schematic representation of featured SchNET models for molecular electronic properties 

predictions. 
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Introduction 

Organic thin-film solar cells consist of acceptor (A) molecules and donor (D) molecules that 

transport electrons and holes generated by photoabsorption to electrodes. Recently, nonfullerene 

organic thin-film solar cells (OSCs) with π-conjugated small molecules or polymers as acceptors have 

attracted attention because of their highly visible light absorption efficiency in the D/A active layer and 

their effectiveness in increasing the short-circuit current. When an electron in a donor or acceptor 

molecule absorbs light, it is excited to a higher energy level, leaving behind a positively charged hole. 

The electrons and holes combine via the Coulomb force to form excitons. The excitons diffuse to the 

D/A junction interface, and the diffused excitons dissociate into free charge carriers (electrons and 

holes). The generated free charge carriers are transported toward the electrode and extracted from the 

external circuit. Therefore, efficient exciton dissociation into separated free carriers leads to an 

increased photocurrent, enhancing the power conversion efficiency (PCE) of OSCs when considering 

higher efficiency. The dynamic process of excitons at the D/A interface is crucial, and it is important to 

clarify the formation and dissociation of excitons and the diffusion process of free carriers[1]. Two 

hypotheses have been proposed for the process by which photo-induced excitons generate free carriers 

(electrons and holes). One is the “cool process,” in which the excitons generated on the D-side relax to 

the charge transfer (CT) state at the D/A interface, and the CT state is thermally unbound to generate a 

charge-separated (CS) state or free carrier; the other hypothesis is the “hot process” in which the exciton 

does not relax in the CT state at the D/A interface and generates directly free carriers. 

 

Methodology 

We investigated the charge dissociation process of excitons in nonfullerene OSCs with BTAx (x = 

1 and 3), a nonfullerene acceptor molecule, and PTB7, a typical polymer donor molecule with high 

external quantum efficiency in a bulk heterojunction structure, using DFT. The electronic structure and 

electron–hole distance of CT excitons in the excited states of the D/A complexes were analyzed using 

time-dependent DFT (TD-DFT) calculations, ωB97XD/6- 31G(d). We calculated the excitation energy 

transfer (EET) in the photoexcited initial state and analyzed the nonadiabatic processes owing to the 

vibronic interaction in the CT exciton state and the structurally relaxed electron–hole polaron paired CT 

state. From this point of view, we focus on the Huang–Rhys (HR) factor, which indicates the strength 

of the exciton–phonon coupling and nonadiabatic processes. 

Systematic theoretical analysis of the D/A complex will provide insights into the dynamics of CT 

excitons, that is, the role of vibronic interactions in CT exciton states with respect to the selectivity of 

hot and cool processes, as well as the control of short-circuit current density and electron–hole 

recombination. 

 

Results and Discussion 

Focusing on the PTB7/BTA1 and PTB7/BTA3, we compared the theoretical results for the excitation 

energy transfer and CT distance for PTB7/BTAx (x = 1 and 3) with experimental reports. We show the 

absorption spectra of both PTB7/BTA1 and PTB7/BTA3 complexes. This indicates that in both 

complexes, only the A-A transition is present at 450 nm, but the oscillator intensities at other 

wavelengths are dominated by the D-D and D-A transitions. Structural optimization of the excited states 

of the D/A complex showed that PTB7/BTA3, which had a higher short-circuit current density, also had 

a larger CT distance and electron coupling, whereas PTB7/BTA1, which had a lower short-circuit 

current density, had a larger CT distance and greater electron coupling. While comparing PTB7/BTA1 

and PTB7/BTA3, electron–hole distance is larger for PTB7/BTA3, which had more D/A transitions. 

PTB7/BTA1, with a Jsc, has a larger HR factor because of the low-wavenumber vibrational modes in 

the CT state of the D/A complex and might undergo nonadiabatic relaxation to the ground state. 

We found that the Frenkel exciton generated on the D-side becomes a CT exciton at the interface, 

and its size, that is the electron–hole distance[2], is correlated with the conversion efficiency of organic 
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solar cells with higher PCE. We also consider that the process by which this initially formed CT exciton 

dissociates into a free electron and hole polarons without relaxing to the more stable weakly bound 

electron and hole polaron paired CT states corresponds to the hot process. Therefore, the factor that 

selects the cool and hot processes can be considered as the nonadiabatic process owing to the vibronic 

interaction in the initial CT excitonic state [3]. 

 

 
 

Significance 

The significance of the investigation is: (i) the role of vibronic interactions in charge transfer 

exciton states with respect to the selectivity of hot and cool processes, (ii) the diffusion processes of 

electron polarons and hole polarons in organic solar cell materials, and (iii) the construction of D/A 

phase interfaces that exhibit high power conversion efficiency. Based on the concept, i.e., the control of 

electron and spin behavior by the motion of individual nuclei constituting the system and their 

collective motion, it is desirable to clarify photochemical phenomena essential for energy conversion 

devices and electronic devices. 
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Introduction 

The sequence and chemical structure of nucleic acids carry specific functional properties for proper 

execution of intricate biological processes. Our research aims to resolve how does such vital behaviors 

arrive from the sequence composition and chemical-scale interactions. Although it has been recognized 

that mechanical properties are essential in the sequence-structure-dynamics-function relationship of 

biomolecules, the articulation of which, particularly at the chemical moiety level, remains elusive. In 

this talk, our development of structure-mechanics statistical learning method that takes the data of all-

atom molecular dynamics (MD) simulations as input of graph-theory based machine learning is 

discussed  to addressing the aforementioned issue. The biomolecular systems demonstrating that this 

approach could be used to gain novel mechanistic insight of the functional behaviors include the 

mechanical code in transcriptional regulatory sequences of DNA (polyA (A-tract), polyG, CpG, and 

TpA), solvation of mismatched RNA structures, and binding with exonucleases. 

 

Methodology 

In structure-mechanics statistical learning, all-atom MD simulation is conducted and the trajectory 

is used as input data. Next, an elastic network model is devised as the vehicle for machine learning, for 

which the fluctuation matching protocol is used to compute the spring constant parameters. The 

chemical-scale mechanical  properties in a structural network, the rigidity graph, is then represented 

based on the calculated spring parameters. A scheme is also devised to extract statistically prominent 

patterns of mechanical couplings in the MD trajectory. 

 

Results and Discussion 

For the DNA systems with the sequences relating to transcription regulation, mechanical codes are 

identified that demonstrate the compensatory competition between base pairing and base stacking as 

the most discriminative feature of the mechanical code. This chemical-scale rigidity can also be used to 

understand the mechanical property based on the overall shape of the biopolymer, such as persistence 

length that has been measured experimentally. For the protein systems, we found that mechanical 

coupling network in the structure exhibits scale-free properties and is sparse comparing to the structural 

contact network. For long-range communication in the protein structure in responding to substrate or 

inhibitor binding, a mechanical relay mechanism is identified through the rigidity graphs of MD 

trajectories. Furthermore, functionally important residues identified in experimental characterization 

and multiple sequence alignment are found to exhibit specific features in the rigidity graph.  

 

Significance 

Structure-mechanics statistical learning provides a useful platform to learn about the mechanism 

of functional properties in complex molecular systems. The mechanical code concept developed by 

studying DNA and RNA enables a direct reading of the physical interactions encoded in the sequence. 

Such intuitive picture is expected to shed new light on DNA allostery and DNA-binding drugs, albeit 

further development would be necessary. In protein systems, the mechanical-relay picture provides a 

mechanistic underpinning for conformational changes, long-range communication, and inter-domain 

allostery. A key advantage is that the responsive mechanical hotspots are mostly residues having 

important biological functions or significant mutation sensitivity, hence revealing the chemical 

mechanism of functionally important sites.  
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Computer assistance has become indispensable in contemporary endeavors aimed at designing 

medicines and materials beneficial to humanity. Material molecules exhibit specific structures and 

properties, necessitating a profound understanding of molecular behavior at the atomic level to tailor 

molecules that fulfill these criteria. Hence, computational methodologies capable of delineating 

intricate hierarchical molecular chemical processes are imperative. Our research group has pioneered a 

multiscale theory based on the 3D-RISM theory, a solvation theory for complex molecular systems, 

integrated with quantum chemical calculation methods and molecular simulations. This innovative 

approach empowers us to dissect essential chemical processes pivotal for material molecular design. 

 

Molecular Recognition 

Molecular recognition, the non-covalent binding of a host molecule to a specific guest molecule, 

stands as a cornerstone in the design of drug molecules and materials. Leveraging the 3D-RISM method, 

we can prognosticate the binding site, affinity, and selectivity of molecules. (Fig 1.) [2] 

 

 
Fig. 1. Ca2+ ion binding site detected by the 3D-RISM method, left, compared with those by 

experimental observation, right. 

 

Structure Formation and Self-Assembly 

The genesis of higher-order structures in biomolecules and material molecules, such as proteins and 

DNA, parallels the molecular recognition process. Our proposed hybrid Monte Carlo 3D-RISM method 

allows meticulous consideration of solvent effects.[3] 

 

Chemical Reactions 

Chemical reactions, encompassing the formation and dissociation of covalent bonds between atoms, 

constitute pivotal aspects of molecular design. Accurate depiction of such reactions necessitates 

quantum chemical methods. We advocate for the QM/MM/3D-RISM 

 

method, a fusion of QM/MM and 3D-RISM approaches, to delineate chemical reactions in intricate 

molecular systems.(Fig.2.)[4] This methodology enables prediction and analysis of chemical reactions 

in large, complex molecules within solution environments. 

 

 
Fig. 2. Schematic illustration of the QM/MM/3D-RISM method. 
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Photoreaction 

The QM/MM/3D-RISM method facilitates the description of photoexcited states of molecules and 

analysis of the photoreaction mechanisms of target molecules. 

 

These methodologies are encapsulated within RISMiCal, a software package developed by our group. 

This open-source program is accessible for utilization by the scientific community freely. (Fig.3) [5] 

 
Fig. 3. Logo of the RISMiCal package and QR code for the program access. 
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Introduction 

Alzheimer's disease is thought to be caused by the aggregates of amyloid-β peptides (Aβ), such as 

oligomers and insoluble amyloid fibrils. There are mainly two isoforms of Aβ: Aβ42, consisting of 42 

amino-acid residues, and Aβ40, consisting of 40 amino-acid residues. It is known that Aβ42 forms 

aggregates more easily than Aβ40. However, it is not clear what role the two additional amino-acid 

residues in the C-terminal region play in the Aβ aggregation. 

To investigate the differences in the dimerization processes of Aβ40 and Aβ42, Coulomb replica-

permutation molecular dynamics (MD) simulations were performed on Aβ40 and Aβ42 peptides. The 

Coulomb replica-permutation method is a simulation technique that I have recently developed. This 

method can be used to efficiently sample both aggregation and dissociation states of biomolecules [1-

3]. In addition to the Coulomb replica-permutation MD simulations, aggregation experiments on Aβs 

were conducted to validate the simulation results. 

 

Methodology 

The Coulomb replica-permutation method is a form of the Hamiltonian replica- permutation 

method (HRPM) [2,3]. HRPM combines the advantages of the replica-permutation method (RPM) [1] 

and the Hamiltonian replica-exchange method (HREM) [4,5]. RPM is a better alternative to the replica-

exchange method (REM). In RPM, temperature permutations among more than two replicas are 

performed with the Suwa-Todo algorithm [6], as shown in Fig. 1. In HREM, by exchanging the 

parameters that are related only to limited degrees of freedom, the number of replicas can be decreased 

in comparison with REM. 

In this study, a scaling parameter λ was introduced only for the intermolecular electrostatic 

interactions as follows: 

 

𝑉𝑖𝑗
𝜆(𝑞) =

1

4𝜋𝜀0

(𝜆𝑄𝑖)(𝜆𝑄𝑗)

𝑟𝑖𝑗
, 

 

 where 𝑞 shows the coordinates of atoms in peptides, 𝑟𝑖𝑗 is the distance between atoms 𝑖 and 𝑗, 𝜀0 is 

the dielectric constant. By varying the value of λ, it is possible to efficiently form and break 

intermolecular hydrogen bonds. 

 

 
Figure 1. Time series of temperatures in RPM. 
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Results and Discussion 

The simulation results show that Aβ42 forms a more stable dimer compared to Aβ40. This is due to 

the intramolecular structure of Aβ42, which tends to form a β-hairpin, and the electrostatic interactions 

between the residues in the C-terminal and N-terminal regions play an important role to stabilize this β-

hairpin. Aggregation experiments were also performed on Aβs with mutated residues in the N-terminal 

region. The results showed that aggregation was suppressed in the mutated Aβs, as predicted by our 

simulation [7]. 

 

Significance 

Amyloid-β peptide (Aβ) has two isoforms Aβ42 and Aβ40. The only difference between the two 

peptides is the two residues at the C-terminus, but Aβ42 forms aggregates more easily than Aβ40. This 

study has elucidated the reasons why Aβ42 forms aggregates more easily. It also succeeded in 

identifying the amino-acid residue that is key to aggregation. 
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Quantitative data on interactions between parts of molecular systems provide valuable information 

for analyzing molecular binding and chemical catalysis,. Using contributions of parts of molecular 

subsystems to the binding energies or activation barriers one can improve efficiency of drugs and 

catalysts in drug or material design. 

 

There are various energy decomposition analyses (EDA) based on quantum-mechanical methods. 

In order to apply EDA to large molecular systems, such as proteins, it is necessary to combine EDA 

with a low scaling QM method, for which purpose fragmentation approaches are very suitable.  

 

There are several binding and interaction energy analyses based on the fragment molecular 

orbital method [1,2]. Pair interaction energy decomposition analysis (PIEDA) and partition analysis 

(PA) are useful for analyzing binding. Conformational sampling in MD can be analyzed with the 

fluctuation analysis (FA) and the free energy decomposition analysis (FEDA). Partition analysis of the 

vibrational energy (PAVE) can be used to take into account temperature effects on binding via 

thermodynamical partition functions. .Subsystem analysis (SA) can be used to define polarization, 

desolvation, and interaction contributions to binding energies. 

 

As an example, individual hydrogen bonds in a complex (PDB: 2o8b) of a DNA with a protein 

[3] were analyzed (Fig. 1). 

 

     
Fig. 1. Definition of segments for computing hydrogen bond energies (kcal/mol) in a protein-DNA 

complex, where “rest” means the remainder of nucleotides (DFTB/PCM). 
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Introduction 

The cause of Alzheimer’s disease is related to aggregates such as oligomers and amyloid fibrils 

consisting of amyloid-β (Aβ) peptides. Molecular dynamics (MD) simulation studies have been 

conducted to understand the molecular mechanism of the formation and disruption of Aβ aggregates. 

In this talk, the MD simulation studies in the following categories are reviewed: aggregation of Aβ 

peptides in bulk solution, Aβ aggregation at the interface, and nonequilibrium MD simulation of Aβ 

aggregates. More details can be found in a recent Perspective paper by the author [1]. 

 

Aggregation of Aβ peptides in bulk solution 

Several studies focused on the initial process of Aβ aggregation, that is, the formation of Aβ dimers 

and small oligomers. We performed Hamiltonian replica-permutation MD simulations for the 

dimerization of Aβ42 and Aβ40 peptides [2]. The results showed that both Aβ tend to aggregate when 

they form a β-hairpin structure. We found that the β-hairpin structure is stabilized by the electrostatic 

attraction between a positively-charged residue, Arg5, and the C-terminus, which has COO−, in Aβ42. 

This β-hairpin promotes dimer formation with the formation of intermolecular β-bridges. On the other 

hand, in the case of Aβ40, the C-terminal region is shorter by two residues, and the β-hairpin is not 

stabilized. This is the reason why Aβ42 aggregates more than Aβ40. From these simulation results, we 

predicted that the key residue is Arg5. They confirmed that the aggregation of Aβ42 is remarkably 

suppressed when Arg5 was mutated to Glu or Gly. Their theoretical prediction was approved by the 

experiments in this way. 

 

Aβ aggregation at the interface 

Aβ tends to aggregate at hydrophilic/hydrophobic interfaces, such as the surface of cell membranes 

and the interface between aqueous solution and air. We performed all-atom MD simulations of 100 

Aβ(16–22) fragments at an air-water interface. We showed that the existence probability of the peptides 

at the interface is higher than in bulk water [3]. This is because the Aβ(16–22) fragment has both 

hydrophilic and hydrophobic amino acid residues and is more likely to be present at hydrophilic-

hydrophobic interfaces, such as cell membrane surfaces and the air-water interface. This tendency is 

also true for full-length Aβ peptides. We also showed that Aβ40 forms more β-hairpin structures at the 

interface than in bulk water [4]. The β-hairpin structures promote oligomer formation. The higher 

concentration of Aβ peptides at the interface and the tendency of β-hairpin structure at the interface are 

the reasons why oligomers are more likely to be formed at the interface than in the bulk water. 

 

Nonequilibrium molecular dynamics simulation of Aβ aggregates 

Several experiments have been conducted to destroy Aβ aggregates by applying external forces such 

as ultrasonic wave or infrared laser. In response to these experiments, nonequilibrium MD simulations 

have been performed to simulate these external forces and to clarify the molecular behavior during the 

disruption process. We performed MD simulations of the disruption process of Aβ amyloid fibrils by 

ultrasound irradiation [5]. We applied time-varying sinusoidal pressure. It was observed that when the 

pressure was positive, there was no significant change in the structure of the amyloid fibril and water. 

However, when the pressure became negative, a bubble was formed around the amyloid fibril. When 

the pressure became positive again, the bubble collapsed, and the water droplet attacked the amyloid 

fibril as a jet flow, destroying the amyloid fibril. 

We also performed nonequilibrium MD simulations to elucidate the role of water molecules in 

laser-induced destruction of Aβ amyloid fibrils [6]. We showed that laser pulses frequently break 

intermolecular hydrogen bonds between C=O and N–H even before the Aβ peptides dissociate, as 

shown in Figs. 1(a)–1(b). The intermolecular hydrogen bond is often reformed after the laser pulse and 
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before the next laser pulse, as in Fig. 1(c). However, water molecules sometimes enter between the C=O 

and N–H and inhibit the reformation of intermolecular hydrogen bonds between Aβ peptides (Fig. 1(d)). 

When this phenomenon occurs, water molecules successively enter between Aβ peptides (Fig. 1(e)), 

disrupting the intermolecular β-sheet of Aβ amyloid fibrils (Fig. 1(f)). 

 

 
Figure 1. Disruption process of the hydrogen bonds between the Aβ peptides and electric field 

pulses. Reproduced from Ref. [6]. Copyright 2021 American Chemical Society. 
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Introduction 

Computational methods such as quantum chemical calculations and molecular simulations are used 

in both basic and applied research in a wide range of fields, including physics, chemistry and pharmaceutical 

sciences. One of the advantages of using these methods is that they enable efficient analysis of 

phenomena at the molecular level, which cannot be achieved only by experimental analysis. However, 

the amount of data obtained by these methods for large-scale systems such as proteins is often too large 

to be analyzed manually. In recent years, the approach to scientific research has begun to shift from 

conventional working hypothesis-driven science to data-driven science, and it has become important how 

to extract useful information from big data. Thus, the development of analysis tools using machine 

learning has attracted attention. 

 

Methodology 

By combining the Random Forest (RF) method, with quantum chemical interaction analysis based 

on the fragment molecular orbital (FMO) method, we have established a method for efficiently 

discovering important amino acid residues and their interactions (RF-FMO) [1]. The scheme of RF-

FMO analysis, which requires input trajectory data from MD simulations of two states of the protein 

(denoted as Form A and Form B). First, RMSD and their standard deviation were calculated using the 

trajectories of form A and Form B as inputs to determine representative structures for them. From the 

trajectories we randomly sampled two hundred structures for each A and B to estimate interaction 

energies by FMO methods. Finally, the Gini importance values for each amino acid residue and each 

interaction energy with respect to the state either A or B were calculated by random forest using the 

interaction energy values among amino acid residues obtained by the FMO calculation as training data. 

In a decision tree, a value called a Gini index is calculated as a measure of an important feature. The 

Gini index implies the impurity of the data in a node among nodes classified by a certain feature. When 

the Gini index is closer to 1 (0), the purity of the data is higher (lower), indicating that the features are 

(less) important. 

 

Results and Discussion 

The RF-FMO was performed on Src-Kinase, for which the functional expression mechanism has 

been clarified at the molecular level through a wide range of previous studies. Finally, we succeeded in 

automatically extracting 32 important amino acid residues (extraction rate: 5.1%) and 61 residue pairs 

(extraction rate: 0.2%) that control the active-inactive transition from a total of 623 residues and 34453 

amino acid residue interaction energies. This result shows that the method can automatically extract 

important interactions for conformational change from a large amount of interaction energy data, instead 

of the manual FMO interaction analysis conducted so far [1]. 

It has been assumed that dimer formation is responsible for the functional expression of human C-

terminal binding protein 2 (hCtBP2), which suppresses the DNA expression. So far, the conformational 

change of hCtBP2 at the molecular level is unknown. In this study, we focused on the conformational 

changes of hCtBP2 itself (Open and Closed states) and analysed the regulation mechanism by RF-FMO. 

The analysis of hCtBP2 by RF-FMO revealed that 25 out of 1324 amino acid residues and 57 out of 

875826 interactions are crucial for the structural transition. Analysis of the extracted pair interaction 

energies revealed that several interactions with His321 were extracted. This result suggests that the 

His321-mediated interaction network is important in hCtBP2, which can be confirmed in their 

representative structures (Figure 1). Further analysis of the interaction network of His321 in the open 

and closed states revealed that the switching between the open and closed states is mediated by changes 

in the interaction network formed by His83, Glu301 and His321. This indicates that the detailed 

mechanism of the structural change was successfully elucidated [2]. 
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Figure 1. Interaction network nearby His321 in Closed (a) and Open (b) states. 

 

Significance 

In this study, computational analysis was carried out on several proteins using interaction analysis 

based on the FMO method, revealing new scientific knowledge about these proteins. In addition, a novel 

analysis method (RF-FMO method) combined with machine learning was successfully established to 

overcome the weaknesses of the previous analysis methods. The RF- FMO method established in this 

study can be used to analyse not only Src-Kinase and CtBP2 analysed in this paper, but also various 

other proteins. In the future, it is expected that the RF- FMO method will be used to elucidate the 

functions of proteins whose detailed molecular mechanisms have not yet been clarified. 
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Introduction 

Interactions between proteins and specific metal ions are crucial for many physiological activities. 

Identifying metal ion-binding sites is essential for understanding the mechanisms underlying the 

biological interactions of metal ion-binding proteins. However, experimental identification can be 

challenging and time-consuming due to the complex steps and specialized techniques required. In 

contrast, computational methods may offer a relatively easier and faster way to analyze metal-binding 

sites. 

 

Methodology 

We have developed a method for predicting metal ion-binding sites by comparing local structures 

between the query proteins and metal ion-binding templates [1]. All metal ion binding templates are 

extracted from the Protein Data Bank structures of protein and metal ion complexes. The fragment 

transformation method [2] attempts to align fragments of the query protein and templates and evaluate 

their sequence and structure conservation. We have created a comprehensive and user-friendly web tool 

called MIB [3] for reliable prediction of metal ion-binding sites, which can dock metal ions in protein, 

including Ca2+, Cu2+, Fe3+, Mg2+, Mn2+, Zn2+, Cd2+, Fe2+, Ni2+, Hg2+, Co2+ and Cu+. An updated version 

of MIB, MIB2 [4] aims to overcome the limitation of structure-based prediction approaches and utilizes 

both the (PS)2[5, 6] method and the AlphaFold [7, 8] protein structure database to acquire 3D 

information for performing metal ion docking and predicting binding residues. A reliable protein 

structure model can be built with a total of 18 metal ion types (Au+, Ba2+, Pb2+, Pt2+, Sm3+ and Sr2+ were 

added). 

 

Results and Discussion 

Our research uncovered specific preferences of different metal ions, showing that they not only 

favor particular residues, but also specific atoms involved in their binding. MIB2 improves the accuracy 

of predicting metal ion binding sites by taking into account the unique characteristics of both residues 

and atoms, considering their preferences for different metal ions. Out of the 18 types of metal ions 

studied, ten showed sensitivities of over 50%, and seven showed sensitivities of over 75% at a 

specificity threshold of over 95%. 

 

Significance 

MIB2 is a cutting-edge server with more accurate and reliable prediction performance compared 

to MIB. By helping to identify metal-binding sites in proteins, our research could potentially enhance 

the findings of proteomics studies. 
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Figure 1. (A) MIB2 server, http://combio.life.nctu.edu.tw/MIB2/. (B) The example of Cu2+ binding 

site prediction results from MIB2. 
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Introduction 

Theoretical studies1,2 employing multiscale molecular simulation in the pyruvate systems of 

mercaptopyruvate sulfurtransferase (MST) and pyruvate class II aldolase, respectively, are presented. 

The processes of sulfur transfer in human MST are investigated using quantum mechanics combined 

with molecular mechanics (QM/MM) to elucidate its reaction mechanism.1 The aldol cleavage 

processes catalyzed by pyruvate class II aldolase that transforms the substrate of 4-hydroxy-2-ketoacid 

into pyruvate and aldehyde through the aldol cleavage are studied by QM/MM metadynamics.2  

 

Methodology 

In the simulation of MST, density functional theory (DFT) of M06-2X employing Pople basis sets 

is used as QM along with MM force field of Amber99SB. The energetics are confirmed by 

wavefunction theory at CCSD(T) level. For the study in aldolase, DFT of B97X-D is utilized to locate 

the transition states through the metadynamics approach and to determine the rate-limiting step in 

reaction kinetics.  

 

Results and Discussion 

The sulfur atom (S0) transfer process in MST goes through a transition state with an activation free 

energy of 14.9 kcal mol–1, much lower than that of the –SH transfer route at 43.2 kcal mol–1; in addition, 

the formation of a loop composed of residues of CGSGVT is found crucial to promote the transfer 

according to electrostatic potential analysis. For the aldolase, metadynamics simulations demonstrate 

that the C–C bond cleavage is the rate-determining step, with a barrier of approximately 13.7 kcal mol–

1 that reasonably agrees with the experimental catalytic rate constant.  

 

Significance 

Structural computations in the MST system exhibit that the hydrogen atoms of the amide groups in 

the CGSGVT loop tend to construct a positively-charged environment to stabilize the persulfide anion 

of cysteine, and the Coulomb repulsion between the anions could be reduced by the support of this loop 

shown in Figure 1. Around the active site of pyruvate class II aldolase, histidine is relevant to the 

deprotonation and substrate binding, and the metal-bound hydroxide is a transient species in the course 

of the deprotonation. The reactive alkoxide could be further stabilized by a salt bridge composed of 

arginine and aspartic acid illustrated in Figure 2.  

 

 
Figure 1.  The loop that stabilizes the persulfide anion of cysteine in MST. 
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Figure 2.  The active site of pyruvate class II aldolase. 
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Introduction 

Calcium ions are essential for excitation-contraction coupling and significantly influence cardiac 

electrophysiology and contractile functions. Disturbances in calcium homeostasis are associated with a 

range of cardiovascular disorders, including arrhythmias, heart failure, and drug-induced cardiotoxicity. 

Zebrafish, with hearts functionally similar to those of mammals and transparent during their embryonic 

stage, are ideal for cardiac research. However, their rapid heart rate, often exceeding 150 beats per 

minute, presents substantial challenges for traditional confocal microscopes in capturing 3D cardiac 

images in vivo. To address these issues, we have developed a novel imaging technique and algorithm 

specifically designed for dynamic cardiac calcium imaging in zebrafish.1,2,3 

 

Methodology 

Our approach involves a dual-channel light-sheet imaging system, augmented by image- processing 

algorithms, to enable 4D (3D + time) cardiac calcium imaging. Additionally, we have employed 1D 

scanning multiphoton imaging to investigate the mechanistic impacts of calcium dysregulation in 

doxorubicin (DOX)-induced cardiotoxicity, further enhancing our understanding of its cellular effects. 

 

Results and Discussion 

Our innovative system has facilitated 4D imaging and the simultaneous quantification of cardiac 

mechanical function and calcium dynamics in zebrafish. We found that atrial calcium transients are 

significantly narrower than their ventricular counterparts. Notably, calcium transients in non-beating 

(silent) hearts were extensively prolonged, especially during the diastolic phase, underscoring the 

importance of cautious data interpretation when using the silent heart model. Moreover, DOX exposure 

alters cell morphology and significantly prolongs calcium transients and sarcomere contractions, 

culminating in arrhythmia-like contractile disorders. The restoration phase of calcium transient 

dominated the overall prolongation, indicating that DOX perturbed primarily the protein functions 

responsible for recycling cytosolic calcium ions. 

 

Significance 

Our innovative imaging technology significantly enhances cardiac electrophysiological research and 

drug screening for cardiac-active compounds. By clarifying the intricate relationship between calcium 

dynamics and cardiac function, our work promises to improve understanding and inform targeted 

interventions in cardiac health, potentially leading to better therapeutic strategies. 
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Figure 1. Calcium signaling propagation in zebrafish hearts. (a) Schematic illustration of a zebrafish 

heart. (b) Representative image capturing a moment in the cardiac cycle of a beating zebrafish heart. 

(c) Comparison of localized calcium transients in the atrium and ventricle between control and DOX-

treated larval zebrafish, demonstrating the impact of DOX on calcium dynamics. 
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Introduction 

This talk will share insights on how technology development in the laboratory can contribute to the 

real drug development markets. Computational simulations, molecular modelling, bioinformatics, 

machine learning (ML), and artificial intelligence (AI) have played a significant role in the process of 

drug discovery, from the early stage of finding new chemical entities (hits) to Hit-2-Lead and Hits 

optimisation as well as the properties predictions using AI or ML. Nostrum Biodiscovery is a leading 

provider of customised services and cutting-edge in silico technologies to biopharmaceutical and 

biotechnology companies, contract research organisations (CROs) and academic institutions, enabling 

them to perform rational drug design. Our company's strength lies in the application of computational 

chemistry tools, which facilitate the acceleration, streamlining, and optimization of small molecule 

design in the early stages of discovery. Our technology is unique in that it is based on Monte Carlo-

based biomolecular modelling, which we refer to as "Protein Energy Landscape Exploration" (PELE). 

We have created a software platform that combines multiple proprietary modelling solutions, including 

PELE, FragPELE, AquaPELE, Adaptive-PELE, and AI tools. These core technologies are designed to 

address a series of current limitations in the field of chemoinformatics and computer-aided drug design. 
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Abstract 

Machine learning methods for developing interatomic potentials offer near-experimental 

accuracy for simulating materials at finite temperatures. However, their effectiveness in representing 

anharmonic effects—key for thermal conductivity and phase transitions—is under scrutiny. This 

presentation explores a new on-the-fly learning approach combining molecular dynamics with Bayesian 

inference to create precise force fields for thermodynamic predictions. Using examples like 

hydroxyapatite, nickel, negative thermal expansion materials, and zirconia, it's shown that these 

potentials accurately predict temperature-driven phase changes before melting and enable detailed heat 

transport analysis through Green-Kubo theory, incorporating all levels of anharmonic effects. 

Additionally, a novel machine learning method is introduced for cost-effective training of potentials 

using advanced beyond-density functional theory, enhancing the prediction of materials' finite-

temperature behaviors. 
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Introduction 

MXenes are a group of 2D materials that can be obtained from MAX materials. The letter M 

represents a transition metal, A represents an element from either IIIA or IVA groups, and X is either N 

or C. When the A atom of a MAX phase is removed, an MXene can be formed. The discovery of MXene 

was first reported by Naguib et al. in 2011. MXenes can be represented by the chemical formula Mn+1Xn, 

where n is an integer ranging from 1 to 4, resulting in over 30 variations. MXenes based on Mo2X 

(where X can be C or N) have gained significant attention due to their outstanding properties, such as 

visible-light photocatalysis for hydrogen production, thermoelectricity, electrochemical catalysis, and 

energy storage. Additionally, theoretical reports suggest that Mo2C and Mo2N MXenes exhibit 

superconducting properties with a notably high Tc among other MXene members. 

This presentation discusses the stable atomic structures and potential applications of Mo-based 

MXenes under biaxial strain using a first-principles calculation method. The 1T and 2H phases of 

Mo2XT2 (where X = C and N, and T = O, F, Cl, or H) are evaluated to determine their energetic and 

dynamic stability. Mechanical and electronic properties are also analyzed to guide possible applications. 

Additionally, we introduce and investigate the Janus MoWC in this work. 

 

Methodology 

The study focused on analyzing the energetic stability of two phases (1T and 2H) of Mo2X MXenes. 

To ensure sufficient distance between the layers of the MXene and terminate the van de Waals 

interaction, the vacuum-slab model with over 20 Å vacuum thickness was utilized. Functional groups 

(T) were added to the surface of Mo2X MXenes at different symmetric points to determine their ideal 

atomic configurations. The calculations were performed using density functional theory under the 

plane-wave basis set, ultrasoft pseudopotentials with convergent energy cut-off and k-point meshes. 

The dynamic stabilities of the low-energy structures were verified by the results of phonon dispersions. 

An ab initio molecular dynamics (AIMD) simulation was performed to confirm the existence of 

calculated MXenes at practical temperatures. Mechanical properties were evaluated by considering the 

profile of stress-strain response. Electronic band structures and partial density of states (PDOS) were 

analyzed accurately for bringing to the potentially suitable implementations of calculated MXenes. The 

two main applications presented in this work consist of Li-battery anode and superconductivity. The 

first application is evaluated by theoretical storage capacity and average open circuit voltages (OCVs). 

Meanwhile, electron-phonon coupling based on isotropic Eliashberg theory was used to investigate 

phonon-mediated superconductivity. 

 

Results and Discussion 

By analyzing their energetic stabilities, we discovered that the 2H phase is more stable than the 1T 

phase for all pristine Mo2C, Mo2N, and MoWC, with relative energies of 63 meV, 90 meV, and 100 

meV, respectively. Figures 1a and 1b illustrate the atomic configurations of 1T and 2H phases. The 

centrosymmetric configuration induces more covalent bonds between M and X atoms obtained from 

the electron localization function (ELF), as shown in Figures 1c and 1d (for Mo2N). This finding is 

evidence of the preferable 2H phase. As for functional groups, only Cl termination on Mo2C produces 

the 1T phase, which is more stable than the 2H phases.  
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Figure 1.  Top and side views of atomic arrangements of 2H (a) and 1T (b) phases and ELF at the (001) 

plane of 2H (c) and 1T (d) phases. 

 

To access the mechanical properties of the Mo-based MXenes, stress-strain response are presented 

in Figure 2a and 2b for Mo2N and MoWC, respectively. The elasticity and elastic modulus of 2H phase 

of all considered Mo-based MXenes are higher than their 1T phase which are listed in Table 1.   

 

Table 1. Mechanical parameters of 1T and 2H phases of Mo-based MXenes. 

 

 
Figure 2.  Stress-strain responses of the Mo2N (a) and MoWC (b), and the inset shows the linear fitting 

for evaluating elastic modulus. 

 

Mo2C and Mo2CO2 were chosen to be studied as electrodes of Li-ion batteries because of their 

superior strength. The study examines the diffusion of Li ions between the first two most favorable 

adsorption sites. It is observed that the energy barrier decreases with biaxial strain refinement under 

compressive strain, but increases with the induction of tensile strain for both MXenes as shown in 

Figures 3a-d. The energy barriers of Li-ion adsorption on the surfaces of Mo2C and Mo2CO2 are in the 

range of 31-57 meV and 177-229 meV, respectively. Notably, the storage capacity of Li can reach three 

layers, corresponding to a theoretical capacity of 788.61 mAhg-1 for Mo2C and 681.64 mAhg-1 for 

Mo2CO2. 

MXene 

Elastic moduli (E, GPa) Ideal ultimate strength (σmax, GPa) at the highest strain 

(εmax, %) 

1T 2H 1T 2H 

Mo2C 312 480 20.8 (εmax = 8%) 38.0 (εmax = 11%) 

Mo2N 292 438 19.0 (εmax = 7%) 37.0 (εmax = 12%) 

MoWC 298 456 4.9 (εmax = 2%) 33.4 (εmax = 12%) 

Mo2CO2 - 507 - 52.0 (εmax = 20%) 
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Additionally, by screening in superconductivity of these MXenes, we found that the Mo2N is a 

promising 2D superconductor with exhibiting strong electron-phonon coupling (EPC) under biaxial 

stress. EPC and corresponding Tc are elucidated upon the dynamically stable strain range. For strain-

free Mo2N, the EPC constant (λ) and Tc are 1.32 and 22.7 K, respectively. The obvious strong EPC with 

λ over 2.0 occurs at strains of -4%, -2.5%, and 5%, yielding Tc’s of 37.8, 35.4, and 28.9 K, respectively, 

as depicted in Figure 4. The findings suggest that the strain-dependent feature and energy levels of 

electronic bands play an essential role in enhancing EPC. Moreover, the impact of functional groups 

(i.e., H and O atoms) on the superconductivity of Mo2N is investigated. The λ (Tc) values of Mo2NH2 

and Mo2NO2 are found to be reduced in comparison to the original Mo2N, with values of 0.96 (20 K) 

and 0.34 (0.9 K), respectively. 

 

Significance 

This collection of research highlights significant discoveries regarding the atomic structures of Mo-

based MXenes and their potential applications. Mo2C, Mo2N, and MoWC exhibit the 2H atomic 

configuration, which has lower energies than the 1T phase. The diffusion of Li-ion on both Mo2C and 

Mo2CO2 suggests that the refinement of biaxial strain under compressive stress decreases the energy 

barrier, whereas the induction of tensile strain increases it. Mo2N is a strong electron-phonon coupling 

material that performs well under biaxial strains, with a superconducting temperature of 38 K. These 

findings imply that Mo2C-based MXenes may possess promising mechanical and electronic properties 

under biaxial strain, which could guide their potential use in modern strain engineering devices. 

 

 
Figure 3.  Energy barriers with corresponding paths of (a,c) Mo2CLi8 and (b, d) Mo2CO2Li8 at certain 

strains. 

 
Figure 4.  The ωlog and NEf , and (b) the Tc, Tcs, and λ of 2H-Mo2N as a function of strain. 

 

References 

1. Kotmool, K., et al. Phys. Chem. Chem. Phys. 24(29), 17862 (2022). 

2. Khammuang, S., et al Phys. Chem. Chem. Phys. 25(29), 19612 (2023). 

3. Kotmool, K., et al. arXiv :2207.10863 (2022). 

4. Thasitha, S., et al. Phys. Chem. Chem. Phys. (Under review).



 

74 

Investigation of impurity formation and their influence on ion intercalation and phase transition 

in spinel-LiMn2O4 cathode upcycled from primary battery waste 

 

Teeraphat Watcharatharapong1*, Adisak Boonchun1, Weekit Sirisaksoontorn2,  

Rajeev Ahuja3,4, Wei Luo4 
1 Department of Physics, Faculty of Science, Kasetsart University, Thailand,  

2 Department of Chemistry, Faculty of Science, Kasetsart University, Thailand,  
3 Department of Physics, Indian Institute of Technology (IIT) Ropar, India,  

4 Condensed Matter Theory Group, Materials Theory Division, Department of Physics and 

Astronomy, Uppsala University, Sweden 
*teeraphat.wat@ku.th 

 

Introduction 

Amongst rising global demand for energy, battery upcycling is a necessary process to tackle 

environmental issues due to a huge number of spent primary batteries and generate economic benefits. 

In this study, we have focused on the upcycling of spinel-LiMn2O4 (LMO) from alkaline battery, which 

is the most used battery type and contains significant amounts of Mn element. However, there are also 

other metals, especially Zn residues, that possibly contaminate and affect the overall performance of 

upcycled LMO. Thus, calculations of density functional theory with Hubbard-U correction (DFT+U) 

were performed to explore the thermodynamics of defect formations in LMO, namely, native and metal 

contaminants (X = Zn, Al, Fe) and their plausible effects on ion intercalation kinetics and phase 

transition. 

 

Methodology 

All calculations have been performed using DFT as implemented in VASP code. To calculate defect 

formation energy, we demonstrated atomic chemical potential relation for elements in LMO and its 

thermodynamic boundary condition. Nudge elastic band method was used to determine migration 

energy of ion interaction. To study intercalation mechanism, a global minima structure of delithiated 

LMO configurations was searched from a number of sampled structures generated by Random 

Swapping Algorithm. Then, a convex hull method was used to identify meta-stable configurations that 

play a role in the prediction of voltage profiles for each doped LMO compound. 

 

Results and Discussion 

Based on the thermodynamic boundary condition, we have found that, besides Mn2O3, Mn3O4 and 

Li2MnO3, competing phases including Fe2O3, Li2Si2O3, ZnO and Al2O3 could also define the stability 

region when impurities X are present in sample synthesis. The results of chemical potentials have been 

used to calculate defect formation energy under several conditions. For example, under X-rich 

condition, X substitution for Mn (AlMn
0 and ZnMn

0) and Zn substitution for Li (ZnLi
0) was revealed to 

likely exist in contaminated LMO due to the low sdefect formation energies. The ion intercalation 

associated with these predicted dominate defects was studied based on vacancy-assisted diffusion using 

nudged-elastic band method. Migration energy of Li ion in the pristine LMO is in a range of 0.08-0.56 

eV, which are dependent to the degree of Mn-O octahedral distortion in the corresponding migration 

channel. The results show that the presence of the impurities does not severely affect the power density 

of the cathode and even suggests an unblocked capacity of Zn/Li anti-site. We also investigated phase 

transformation of pristine and defective Zn-LMO during charge/discharge. Our results suggest an 

improved structural stability which may enable the utilization of extra capacity.  
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Figure 1. Formation energy (Ef) of native and metal impurities X in LMO under X-rich condition 

plotted against the Fermi level (εF) which is referenced to the valence band maximum of LMO corrected 

via band alignment. Slopes of each line indicates a charge state of defects. 

 

 

 
Figure 2. (a) Ion migration pathways in supercell LMO and migration energy of (b) Zn ion diffusion 

associated with ZnLi formation in LMO and (c) that of Li ion diffusion in LMO with the presence of 

XMn.
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Abstract 

In this presentation, I highlight how the stability as well as the elastic properties of metal diborides - 

promising alternatives for hard and protective coating materials for cutting tools -  can feasibly be 

improved through the presence of structural defects and the alloying process, focusing particularly on 

tantalum diboride. The studies based on the first-principles calculations combined with the cluster-

expansion method reveal the enhancement of the stability, stiffness, shear strength, and hardness of the 

diboride can be interpreted in terms of electronic band filling. 



 

77 

Why is the Reconstruction of Titania Surfaces So Complex? 

 

Wutthikrai Busayaporn1* and Robert Lindsay2 
1Synchrotron Light Research Institute (Public Organization),  

Nakhon Ratchasima, 30000, Thailand 
2Corrosion and Protection Centre, School of Materials,  

The University of Manchester, Sackville Street, Manchester M13 9PL, United Kingdom 

*wutthikrai@slri.or.th 

 

Introduction 

Titania remains one of the most well-known oxide surfaces in research for decades. Not mention 

only its primitive surfaces, but the study extended to the surface reconstruction, till the physisorption 

and chemisorption of the surfaces. While hundreds of the publications focused on more complicity of 

their surfaces e.g. the study of heterogeneous catalyst, on the other side, single-atom catalysis tends to 

be recently in spotlight. To understand the mechanism of any surface interactions, insightful of titania 

surface structures needs to be clearly determined.      

 

Methodology 

Low Energy Electron Diffraction in IV mode (LEED-IV) has been employed as this technique not 

only reveal the symmetry of the surface but also provide information of surface atomic structures via a 

set of IV-curves. To interpret the IV-curves, modified version of SATLEED code has been utilized to 

optimize the initial guess structure of the surfaces to the experimental IV-curves. Indicated by Pendry 

R-factor (Rp), the best fit structure will be nominated as the actual surface structure reconstruction. In 

the modified version of SATLEED, n terminations have been allowed to include into the optimization. 

This subversion of the program widens the opportunity to design the surface to the higher complexity 

but lower the symmetry. The controversial of this matter will also be discussed in the talk. Finally, the 

physisorption and chemisorption of the adatoms are predicted via the first principle calculation using 

the Density Functional Theory (DFT) with CRYSTAL package. 

 

Results and Discussion 

In the case of TiO2 (110)(1x1) single row model of bridging oxygens has been concluded. However, 

TiO2 (1x2) thermal transformation is still in debates. Comparison with various surface reconstruction 

models, Ti2O3 added row confirmed to be the dominant surface structure of simple (1x2) reconstruction 

of TiO2 (110) reported in [1] as in Fig. 1 (a). However, the structure and formation of X-linked TiO2 

(110)(1x2) has not been validated. The simple and x-link reconstruction can be shown in the STM 

images in Fig. 1 (b). Hence, even the same LEED-IV technique as in [1], we found that Ti2O3 added 

row model can just make Rp reach to fair value at 0.36. Furthermore, two optimized Ti2O3 structures 

have been found with slightly differences in the heights of the topmost O atoms with Rp are 0.36 and 

0.37. Also, the Ti2O3 added row structure can lead to consistent STM images just in double strands area 

but not yet in x-linked area. Lately, asymmetric surface structure of Ti2O3 added row has been proposed 

in [2]. In [2], the Total-reflection High-energy Positron Diffraction (TRHEPD) has been used to 

investigate the transformation of TiO2 (110) from (1x1) to be (1x2) reconstruction. The TRHEPD 

showed that the asymmetric Ti2O3 added row model exhibits to be a good candidate of TiO2 (110)(1x2)  
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(a) (b) 

 

Figure 1. (a) Model of the Ti2O3 added row represented to be the best candidate of the simple TiO2 

(110)(1x2) reconstruction and (b) STM image (176 Å2) of the x‐linked TiO2(110)(1x2) surface. A 

segment of x‐links are marked by a green rectangle. The yellow rectangle indicates the (1x2) unit cell. 

 

reconstruction. This discovery also is consistent with the calculation result from the evolutionary 

method using in [3]. The result of asymmetric model of Ti2O3 added row leads to possibilities that our 

previous two best-fit added rows might exist together on the surface simultaneously. Therefore, the 

modified SATLEED has been used with each half of the two best-fit models combine to be the new 

asymmetric model. Then LEED-IV has been optimized with this model. Result with the best Rp = 0.287 

(from combination of structures with Rp = 0.36, 0.37). 

 

Significance 

This discovery leads to more understanding of the various existences of the TiO2 (110)(1x2) surface 

reconstructions. Emphasize with asymmetric model which is in good agreement with experimental and 

theoretical conclusions, our work also reveal how these asymmetric structures appear together. This 

phenomenon can be summarized that the surface of titania may be “extensively soft” than our previous 

understanding. 
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Introduction 

In a wet-type flue gas desulfurization (FGD) system [1], SO2 in the flue gas is absorbed by the 

limestone (CaCO3) slurry in the desulfurization absorption tower. After that, the  SO2-containing slurry 

is transferred to the absorber feed tank (AFT) for removing  SO2. The absorbed  SO2 reacts with the 

dissolved CaCO3 in the slurry and then CaSO3 ∙ 1 2⁄ H2O is formed by the reaction: 

SO2 + CaCO3 + 1
2⁄ H2O  →   CaSO

3
∙ 1 2⁄ H2O + CO2  (Eq.1) 

In the AFT, oxidation air is dispersed into the slurry to convert CaSO3 ∙ 1 2⁄ H2O to gypsum (CaSO4 ∙

2H2O) by the reaction: 

CaSO3 ∙ 1 2⁄ H2O + 1
2⁄ O2 +  1.5H2O  →    CaSO

4
∙ 2H2O  (Eq.2) 

 

In this work, we studied an AFT experiencing a problem of relatively low SO2-removal efficiency. 

The preliminary study suggested that the efficiency problem was due to the lack of O2 in the reaction 

shown in Eq.2. In order to enhance the O2 amount supplied for the reaction, this research focused on 

redesigning the AFT. Computational fluid dynamics (CFD) was utilized as a main tool in the redesign 

process. 

 

Methodology 

Ansys-CFX software was employed for performing CFD simulation. The CFD model setup was 

adapted from Ref.[2]. The original condition in the AFT was simulated to study the flow behavior. After 

analyzing the original condition, modification ideas were evaluated by CFD results. Subsequently, some 

modifications were implemented to the AFT system and tested for the 𝐒𝐎𝟐-removal efficiency. 

 

Results and Discussion 

One of the main problems found in the existing system (Fig. 1) was the fact that the inlet and outlet 

locations of the slurry in the AFT were inappropriate. This led to the flow behavior that the slurry went 

into the AFT and then quickly left the AFT (Fig. 1). This means that the slurry was in the AFT for a 

relatively short time period. Consequently, there was not enough time for the slurry to effectively absorb 

oxygen for the desulfurization reaction. To remedy this problem, we adjusted the slurry inlet location 

in the AFT (Fig. 2). This change was aimed to promote the slurry circulation in the AFT. Apart from 

this change, the air dispersion holes were redesigned for increasing the activation area and alleviate the 

hole blockage problem. A number of CFD simulations were performed to find optimal configurations 

of the slurry inlet location and the air dispersion hole locations. After making the mentioned changes in 

the real system, the SO2-removal efficiency significantly increased. This exemplifies the benefit of 

CFD simulation in analyzing the flow behavior in the AFT. 

 

Significance 

The AFT studied in this work has been operating in a coal-fired power plant in Thailand. The low 

SO2-removal efficiency of the AFT led to hefty losses to the power plant. This is because sometimes 

the power plant had to lower the production capacity to avoid the over-limit SO2 concentration in the 

environment or added a costly chemical into the slurry for improving the desulfurization reaction. The 

AFT redesign by the aid of CFD in this work has substantially improved the 𝐒𝐎𝟐-removal efficiency. 

Consequently, the power plant has been able to save millions baht per annum since the AFT-redesign 

implementation. 
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Figure 1.  Geometry of the AFT (left) and CFD result showing the air volume fraction (right) 

 

 
Figure 2.  Geometry of the redesigned AFT 
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Introduction 

IRPC Public Company Limited, a leader in Southeast Asia's petrochemical industry, has been 

manufacturing Acetylene Black (ACB) for over two decades. This study focuses on the 

multidisciplinary use of Computational Fluid Dynamics (CFD) and Process Simulation to optimize 

ACB production. By enhancing fluid dynamics understanding and improving process parameters, IRPC 

aims to increase efficiency, reduce downtime, and elevate product quality. Practical case studies will 

demonstrate these advancements, providing guidelines for other manufacturers in the industry. 

 

Methodology 

This study utilized both Process Simulation and Fluid Dynamics Simulation to optimize the 

production of Acetylene Black (ACB). The scale-up methodology is shown in Figure 1. Aspen Plus, a 

robust chemical process simulation software, was employed for Process Simulation. The chemical 

reactions and operational conditions, including pressure, temperature, and energy inputs, were modeled 

to predict material and energy balances. For Fluid Dynamics Simulation, ANSYS Fluent, a leading 

CFD software, was used. Detailed 3D models of the cracking furnace components, specifically the 

nozzle, were created to simulate fluid flow patterns. Accurate plant data were integrated to enhance the 

reliability of the simulations. Preliminary results included flow visualizations and quantitative 

parameters, which helped identify optimal operating conditions and potential risks. Lab-scale 

experiments and sample testing validated simulation predictions. This iterative process ensured that 

real-world conditions were closely matched, leading to successful scale-up and implementation in the 

production environment. 

 

Results and Discussion 

The application of advanced computational simulations has yielded significant improvements in the 

production of Acetylene Black (ACB). Firstly, a new high-dispersibility ACB grade with enhanced 

crystallinity was developed, leading to superior performance in end products. The refined 

microstructure allowed for denser packing and easier powder handling, which accelerated the mixing 

process and reduced overall processing time. Additionally, a 10% increase in electrical conductivity 

was achieved, which is crucial for applications requiring precise electrical performance. Production 

capacity was increased by 20% through process optimization, accomplished without the need for 

additional infrastructure. Furthermore, energy efficiency was significantly enhanced, with a reduction 

of 100 kWh per metric ton of product, thereby lowering production costs and reducing environmental 

impact. 

 

 
Figure 1.  Methodology for Multidisciplinary Utilization of Computational Simulations 
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Figure 2.  High-dispersibility ACB production by cracking furnace improvement 

 

Significance 

The integration of advanced computational simulations in ACB production has significantly 

enhanced product quality and operational efficiency. The development of a new ACB grade with better 

crystallinity and increased electrical conductivity opens new market opportunities. Production capacity 

increased by 20% without additional major implementation, while energy consumption was reduced by 

100 kWh per metric ton, lowering costs and environmental impact. These advancements underscore the 

transformative potential of multidisciplinary computational approaches in industrial processes.  
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Abstract 

Improved wall models for LES are presented in this research. The classical Werner-Wengle (WW) wall 

shear stress model was used along with the eddy viscosity near walls. A sub-grid scale turbulent kinetic 

energy was employed in a model for the eddy viscosity. To provide heat flux results, a modified classical 

variable-density wall heat transfer model, which includes the variation of the turbulent Prandtl number 

in the boundary layer, was also used. The fully turbulent developed flow in a square duct with constant 

wall temperature was used to validate the model and the friction factor and Nusselt number predictions 

are in good agreement with experimental results. The resulting time and spatially averaged velocity and 

temperature wall functions from the new wall models match well with the law-of-the-wall experimental 

data. Additionally, the model was validated using experimental data from a Caterpillar engine operated 

with conventional diesel combustion. The computational pressure and heat release are well predicted 

when comparing with the experimental measurements. There is successful matching between the 

predicted and measured wall heat fluxes of ten points on the piston surface. Compared with the previous 

RANS-based wall models, the new models generate more accurate predictions, which agree better with 

experimental data.  

 

 
Contour plot of wall heat fluxes from LES (space average) based wall model in a square duct. 

 

 

 

 
Contour plot of wall heat fluxes from RANS (time average) based wall model in a square duct 



 

84 

Ancient Mural Painting Deterioration Preservation using Computational Fluid Dynamics 

Approach: A case Study of Historical Temple In Ayutthaya, Thailand 

 

Mongkol Kaewbumrung 1, Wasan Palasai2 and Plengsa-Ard Plengsa-Ard *,3 

1 Department of Mechanical Engineering, Faculty of Engineering and Architecture, Rajamangala 

University of Technology Suvarnabhumi,  

Phranakhon Si Ayutthaya 13000, Thailand. 
2 Department of Mechanical Engineering, Faculty of Engineering,  

Princess of Naradhiwas University, Narathiwat, Thailand 
3 Department of Mechanical Engineering, Faculty of Engineering, 

 Kasetsart University, Bangkok, Thailand 
1(Italics, 8pt) Thailand University, Anytown, 55555 (Country) 

2Fundamental Research Laboratory, Anytown, 44444-2222 (Country) 

*somchai.a@thaiuniversity.ac.th (corresponding author designated with a star) 

 

Abstract 

 

The preservation of ancient mural paintings is crucial for maintaining cultural heritage, particularly in 

historically significant sites like the temples of Ayutthaya, Thailand. These murals face various 

environmental challenges that contribute to their deterioration, including fluctuating temperature, 

humidity, and the presence of airborne pollutants. This study explores the use of Computational Fluid 

Dynamics (CFD) as an innovative approach to analyze and mitigate these adverse conditions, thereby 

aiding in the preservation of these invaluable artworks. The research begins with an extensive collection 

of environmental data within the temple, including temperature, humidity, and airflow patterns, 

alongside the physical characteristics of the temple structure and mural locations. A detailed 3D model 

of the temple is created, capturing all essential features that influence internal airflow. Using CFD 

software, simulations are set up to model the internal climate under various conditions. These 

simulations help in visualizing the airflow, temperature distribution, and pollutant dispersion, 

pinpointing areas where environmental factors are most detrimental to the murals. The analysis of CFD 

results reveals specific zones within the temple where conditions are conducive to mural deterioration. 

Based on these findings, preservation strategies are proposed. These include the implementation of 

climate control systems to regulate temperature and humidity, the use of physical barriers to protect 

murals from pollutants, and regular monitoring protocols to maintain optimal conditions. By accurately 

simulating and analyzing the environmental dynamics within the temple, targeted interventions can be 

designed and implemented, significantly enhancing the preservation of the ancient murals. The findings 

underscore the potential of CFD as a valuable tool in the ongoing battle to protect and preserve cultural 

heritage sites worldwide. 
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Introduction 

The seek for efficient pollution control in industrial processes has led to the development of 

sophisticated technologies designed to mitigate the release of particulate matter into the environment. 

Among these, cyclones and electrostatic precipitators have become pivotal in curbing emissions. 

However, the complexity of particle-fluid interactions within these systems presents significant 

challenges in predicting performance and optimizing design. To address this, the present study leverages 

advanced computational fluid dynamics (CFD) by employing the Euler-Euler multiphase flow model, 

augmented with the kinetic theory of granular flow. This approach enables a more nuanced simulation 

of particle behavior, particularly with the integration of electrostatic forces—a critical factor in the 

efficiency of electrostatic precipitators. By synthesizing these computational techniques, the study 

provides a comprehensive framework for improving the understanding of particle dynamics and 

enhancing the efficacy of pollution control mechanisms. 

 

Methodology 

The study utilized the Euler-Euler multiphase flow model, integrated with the kinetic theory of 

granular flow, to explore the intricate interactions and behavior of particles within the three-dimension 

electrostatic precipitator domain. To incorporate the effects of electrostatic forces, the study calculated 

the electric potential by solving the Poisson equation. Subsequently, the forces derived from the electric 

potential were applied to the particles as a momentum source term within the system. This modeling of 

particle behavior made use of Maxwell's equations, which include Gauss's law for electricity, Gauss's 

law for magnetism, Faraday’s law of induction, and Ampere's law, to accurately simulate the influence 

of both electric and magnetic fields. The numerical implementation of the model was carried out using 

ANSYS Fluent 2023R2 to compare the flow patterns and particle behavior within the electrostatic 

precipitator, both with and without the influence of electrostatic forces. 

 

Results and Discussion 

The introduction of electrostatic model marked a substantial shift in the observed particle dynamics 

within the pollution control equipment, particularly in the behavior of particles in relation to the 

collecting plates of electrostatic precipitators. Prior to the inclusion of the electrostatic force model, the 

simulation results indicated that particles would travel through the system, make physical contact with 

the collecting plates, and subsequently fall into the collector below due to gravity. While the result of 

particle collection aligned with the expected outcomes of the equipment's operation, the mechanism by 

which particles reached the collectors was predominantly through direct collision and physical contact 

with the plates. This approach, while yielding correct end-state results, did not accurately reflect the 

nuanced process of electrostatic induction that is critical to the actual function of electrostatic 

precipitators. With the electrostatic force model integrated, the results showcased a different trajectory 

for the particles. Rather than solely relying on collision, the particles experienced forces due to the 

electric fields generated by the electrodes. This led to a significant alteration in the path of the particles; 

they were now actively influenced by the electrostatic attraction toward the collecting plates. The model 

demonstrated that the behavior of particles was predominantly governed by the electrostatic forces, 

which is a more accurate representation of the physical phenomena at play. The particles were induced 

to move towards the plates before physically contacting them, mirroring the real-life behavior within 

electrostatic precipitators where charged particles are drawn to oppositely charged surfaces. The 
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observed shift in particle dynamics underscores the importance of incorporating electrostatic forces in 

the simulation models for pollution control systems.  

 

Significance 

The inclusion of electrostatic forces in the simulation reflects a nuanced approach to modeling the 

behavior of charged particles. By solving for the electric potential using the Poisson equation, the study 

accounts for the influence of electrostatic phenomena on particle dynamics enhancing the model's 

fidelity and enabling a more realistic representation of particle behavior within the pollution control 

equipment. This capability is crucial for the design and improvement of electrostatic precipitators, 

which rely on electrical forces to remove particulate matter from exhaust gases. The implications of this 

work extend beyond pollution control, offering potential applications in various fields where the 

manipulation of particulate matter through electromagnetic forces is relevant. Overall, the study 

approach enhances the predictive capabilities of multiphase flow models and contributes to the 

development of more effective pollution control technologies. 

Top View                    Front View 

    
 (a)  (b)  

Figure 1. (a) 3D computational domain of the electrostatic precipitator, and (b) volume fraction contour 

of solid particle in the where bright solid green color indicated high volume fraction. 

 

References 

1. Rokkam, R.G., R.O. Fox, and M.E. Muhle, Computational fluid dynamics and electrostatic 

modeling of polymerization fluidized-bed reactors. Powder Technology, 2010. 203(2): p. 109-124.



 

87 

Response Surface Methodology and Artificial Neural Network for Low-Temperature Spray 

Drying of Saccharum Sinensis Roxb.  

 

P. Bumroongsri1* 
1Department of Chemical Engineering, Faculty of Engineering, Mahidol University, Phuttamonthon 4 

Road, Nakhon Pathom 73170, Thailand 

*pornchai.bum@mahidol.ac.th 

Introduction 

In the case that there are numerous factors affecting bioactive compounds, it is essential to select 

the most effective factors for the optimal extraction of target compounds. Empirical models such as 

response surface methodology (RSM) and artificial neural network (ANN) can be used for determining 

the best operating condition based on experimental data. In this paper, low-temperature spray drying 

conditions of sugarcane (Saccharum sinensis Roxb.) were studied. RSM and ANN were applied to 

determining the optimal operating condition of the low-temperature spray drying process. The 

optimization was performed to obtain optimal bioactive properties (Igwilo et al., 2022; Molina-Cortés 

et al., 2023). 

 

Methodology 

The research methodology is given in Fig. 1. Response surface methodology (RSM) and artificial 

neural network (ANN) were applied to determining the optimal operating condition of low-temperature 

spray drying process that gave the highest values of sucrose yield, total phenolic content, total flavonoid 

content and antioxidant activity. Low-temperature spray drying process was performed under varying 

conditions of inlet air temperature for spray drying (70-90 oC), outlet air temperature for spray drying 

(40-60 oC), encapsulating agent concentration (30-50%) and total soluble solids (10-30%). Sucralose, 

a non-caloric sweetener, was then synthesized from sucrose.  

 
Figure 1. Research Methodology. 

Results and Discussion 

Figure 2 shows SEM images of dried powder obtained at the optimal operating condition of inlet 

air temperature 80 oC, outlet air temperature 50 oC, encapsulating agent concentration 40% and total 

soluble solids 20%. Particles of dried powder with smooth surface morphology could be obtained. This 

was in contrast with the high-temperature spray drying in which the formation of cracks in the dry skin 

occurred. 

 

        
                                                               (a)                              (b)  

  Figure 2. SEM images of dried powder obtained by low-temperature spray drying at magnification of 

(a) 7,500 times and (b) 10,000 times. 

 

Figure 3 shows effects of low-temperature spray drying conditions. Bioactive compounds were 

susceptible for thermal degradation during spray drying so too high temperature resulted in lower 

antioxidant activity. The addition of encapsulating agent was beneficial to protect sensitive compounds. 

However, too high encapsulating agent concentration resulted in the reduction in bioactive components. 

The maximum antioxidant activity was 6.47 mg Trolox equivalents (TE)/g dry weight.  
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                                               (a)                                               (b) 

Figure 3. Contour plots for low-temperature spray drying conditions of (a) inlet and outlet air 

temperature and (b) encapsulating agent concentration and total soluble solids. 

 

Significance 

This paper proposes response surface methodology and artificial neural network for low-

temperature spray drying of sugarcane (Saccharum sinensis Roxb.). The proposed method can predict 

output variables in order to obtain optimal bioactive properties.    
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Introduction 

In the face of pressing global concerns, the energy sector is at a crossroads, attempting to strike a 

balance between the need to reduce greenhouse gas emissions and the increasing demand for energy. 

This fine balance is particularly challenging to achieve in the context of natural gas production and 

decarbonization in unconventional shale reservoirs. To achieve this goal, it is vital to investigate the 

characteristics of pore structure in shale complex media. Various methods are used to evaluate the shale 

gas and CO2 sequestration capacity throughout the process, from initial exploration and production. 

Volumetric and gravimetric adsorption are two approaches commonly used in the laboratory to explore 

adsorption behaviors under in situ temperature and pressure conditions. Experimental approaches, on 

the other hand, are typically costly and time- consuming, and the results are often subject to human 

error. As a result, experimental approaches are more likely to yield macroscopic information about 

adsorption under certain conditions. Therefore, our work aims to deepen the understandings of 

“microscopic” CO2-enhanced shale gas recovery in organic shale reservoirs by molecular simulation. 

The findings shed light another perspective on the importance of raising awareness about the 

microporous shale formation as a potential source for shale gas retention and CO2 capture. 

 

Methodology 

In this work, we were carried out a kinetic Monte Carlo (kMC) simulation since its advantage is 

rejection-free movement and accurate chemical potential (μ) without any extra computation like Widom 

insertion technique. In simulation, three ensembles of kMC (NVT, NPT, and μVT) were employed 

during first and second pressure drawdown of shale gas recovery. For the solid model, we chose an 

atomistic structure of graphitic slit pore with different nano- sized widths to mimic the ideal pore 

structure of organic shale matrix. All the solid-fluid and fluid-fluid interactions were modelled as 

combined Lennard-Jones 12-6 and Coulombic potentials. Apart from the CH4 production and CO2 

storage capacities, the spatial distribution of molecules within the pore space were also analyzed to 

statistically disclose the preferred location. 

 
Figure 1. A simplified flow diagram of CO2-enhanced shale gas recovery in the slit nanopore. 

 

Results and Discussion 

As presented in Figure 1, our work is divided into three sub-sections based on a flow process of 

CO2-enhanced shale gas recovery. 

The first is associated with the primary production of shale gas via pressure drawdown. The μVT-

kMC mode was utilized in this step. As expected, the left panel of Figure 2 shows that the lower the 

wellbore pressure, the less CH4 storage capacity, indicating a higher production capacity. Interestingly, 

the storage capacity has peaked around ultramicropore-sized shale because the molecular distribution 

within the pore forms a tightly ordered monolayer packing. As a result, injecting CO2 gas into the 

depleted shale ultramicropore would improve shale gas production while also permanently sequestering 

CO2. 

At the injection stage, we employed NVT-kMC simulation to mimic the CO2 injection into the shale 

pore, followed by the computation of bulk-phase pressure with NPT ensemble. We raise the question to 

the audience whether CO2 molecules compete for adsorption sites with CH4 molecules or not? 
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After CO2 is injected into shale pores, the secondary production occurs by pressure drawdown to 

the same wellbore pressure as primary production. At this stage, we assume that the bulk gas 

composition after CO2 injection and after 2nd drawdown is identical, leading to the applicability of μVT-

kMC ensemble again. It is obvious that it improves shale gas recovery by 15-50%, depending on pore 

width. However, we further ask the audience when CO2 molecules partially leave the pore or 

additionally occupy the vacant location left by CH4 desorption. 

 

 

 

 

 

 

 

 

 

Figure 2. CH4 adsorption capacity in graphitic slit pores with varying pore sizes for the primary and 

secondary production. 

 

Significance 

● A kMC scheme is newly developed for studying CO2-enhanced shale gas recovery. 

● From a chemical and petroleum engineering perspective, this work explores an alternative approach 

for improving shale gas recovery from depleted ultramicroporous reservoirs using CO2 gas. 

● From a chemical and environmental engineering perspective, this work proposes an alternative 

approach for deep underground CO2 storage technology in ultramicroporous rock formations. 
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Introduction 

We extend the literature on utility elicitation using an optimization approach taking as input 

certainty equivalents of the lotteries offering random payoffs. Unlike other known elicitation methods, 

ours is non-parametric and is always feasible even if reported certainty equivalents are erroneous. 

Suitable for all risk-averse individuals, the output of our elicitation method is an approximate utility 

function that is increasing, concave and piece-wise linear. We then demonstrate how our approximate 

utility functions lend themselves to data-driven expected utility maximization in both ambiguity-neutral 

and ambiguity-averse setups. Our findings are not only theoretical, but they are also supported by 

various experiments based on both synthetic and real-world data.
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Introduction 

Rapid development of web-based technologies and communication platforms in the workplace has 

sparked great scholarly interest in employees’ use of digital tools like social media as important channels 

through which employee voice is expressed (Thornthwaite et al., 2020). Due to global exogenous shocks 

(e.g., COVID-19 pandemic), voice expressed online, or ‘e-voice’ (Walker, 2021) has become more 

prominent as employees and leaders quickly adopted social media tools to communicate remotely. 

Although it is well-known that employees often use e-voice channels to speak up and provide organizations 

with suggestions for improvements, we lack knowledge of firm-level e-voice and its outcomes. Text 

formats for e-voice are dominant in these channels, but severely underexamined in multiple dimensions of 

e-voice quantity, e-voice sentiment, and e-voice content heterogeneity at firm level. This study addresses 

numerous calls for more research into the use of technology and e-voice channels (Townsend et al., 2022) 

and engaging large volumes of firm-level data to examine this phenomenon. We focus on public and 

anonymous e-voice by analyzing employer reviews from Glassdoor. Hypothesis 1: There is a positive 

relationship between the interactive effects of firm-level dimensions of e-voice (quantity, content, 

sentiment) on firm-level satisfaction. Hypothesis 2: Firm-level satisfaction mediates the positive 

relationship between the interactive effects of firm-level e-voice dimensions and firm performance. (See 

Fig. 1 for research model) 

 

Methodology 

We chose three dimensions of e-voice to examine for interactive effects – (i) quantity, (ii) sentiment, 

and (iii) content heterogeneity. Our sample consisted of 309 firms across 12 years. Individual employer 

reviews from employer review platform Glassdoor were collected, where the textual content in the ‘Advice 

to Management’ section of reviews was operationalized as e-voice. We obtained firm-level data of the 

number of employees, assets, common equity, outstanding common shares, and annual price close data 

from Compustat, a standardized North American and global financial statement and market archival 

database of publicly traded companies. To measure e-voice quantity, we created a standardized e-voice 

ratio (E-voice ratio = No. of employees / No. of Reviews per year). We used Tobin’s Q to measure firm 

performance. To measure sentiment of textual content, we applied machine learning techniques using the 

Python library tweetnlp to identify sentiment that involves natural language processing to determine and 

categorize the sentiment or emotional tone in the review and obtain sentiment scores for individual reviews. 

Subsequently, scores were aggregated to firm-level by year. To measure e-voice content heterogeneity, we 

first conducted topic modeling using the BERTopic language model to extract meaningful topics from text 

data. BERTopic analyzed the semantic relationships between words and the online context of e-voice to 

obtain meaningful topic clusters from textual conduct per ‘Advice to Management’. From the results 

obtained through topic modeling, we followed Corritore et al.’s (2020) operationalization of heterogeneity 

in a firm to measure voice diversity. This is calculated as the mean Jensen-Shannon divergence between 

the topic probability distributions for all unordered pairs of reviews for that firm/year. 

 

Results and Discussion 

We obtained 338,157 reviews, which added up to 618,324 sentences. BERTopic identified 255 topics 

that were used to measure firms’ content diversity. We conducted a fixed effects panel data analysis using 

STATA to highlight intra-firm variations over time. We found a significant three-way interaction between 

the dimensions of e-voice on firm performance (β = .7786(p<.05), supporting Hypothesis 1. We also found 

a significant indirect relationship between the interactive effects of e-voice dimensions and firm 

performance via firm-level employee satisfaction. These results supported Hypothesis 2.  
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Figure 1: Hypothesized research model 

 

Significance of our research 

Our findings support resource-based theoretical perspectives of firm-level e-voice as a highly valuable 

resource that influences a firm’s competitive advantage and improve firm performance. Employees’ e-voice 

can be a social capital resource that has yet to be maximized, although it is easily accessible. We 

recommend future research into examining other similar platforms with different cultural contexts and 

affordances. 
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Abstract 

We develop a lending model featuring banks with low funding costs and bigtech lenders with 

superior data for screening borrowers. We derive and characterize the bigtech-bank lending ecosystem 

and show that a collaborative model featuring data sales dominate joint lending contracts and other 

collaboration models. Bigtech lenders serve as an on-ramp to the financial system by lending to risky 

borrowers and then selling borrowers’ credit history data to banks, who take over subsequent lending. 

Bigtech-bank collaborations improve financial inclusion but reduce bigtech investment in screening 

technology, which has an ambiguous effect on social welfare. Regulatory restrictions on bigtech-bank 

collaborations can improve welfare when banks’ funding costs are significantly lower than bigtech 

lenders. 
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Introduction 

This study investigates the performance of equity factor investing using Thai stock data from July 

2001 to April 2024. Equity factors are specific characteristics or attributes of stocks that can explain 

differences in returns. Common examples include value, momentum, and size [1]. Motivated by the 

need to optimize investment strategies, we examine the effectiveness of taking long and short positions 

in these equity factors [2], specifically focusing on value factors, which identify undervalued stocks. 

Long-short investment strategies involve taking long positions (buying stocks expected to increase in 

value) and short positions (selling stocks expected to decrease in value). This approach aims to profit 

from both rising and falling stock prices, balancing risks and returns, and has been documented to work 

well in Thailand [3]. 

The research is motivated by the need to understand how these strategies perform, especially 

considering the challenges and costs associated with short selling. By examining the added value of 

different equity factors, the study finds that most benefits come from long positions. These insights are 

crucial for investors and portfolio managers aiming to optimize their strategies and enhance investment 

performance. The objective is to provide practical guidance for constructing efficient portfolios that 

maximize returns while managing risks effectively. 

 

Methodology 

This study utilizes computational methods to analyze equity factors in the Thai stock market using 

data July 2001 to April 2024. The analysis is conducted using R. The primary data source is the Stock 

Exchange of Thailand’s database, which provides comprehensive financial and market data. The value 

portfolios are constructed using a 2x3 sorting method [1] based on size and financial ratios, representing 

different aspects of the company leading to different versions of value factors. Specifically, we use eight 

versions: book-to-market ratio (bm), enterprise book-to-price ratio (ebp), sales-to-price ratio (sp), cash 

flow-to-price ratio (cfp), operating cash flow-to-price ratio (ocp), earnings-to-price ratio (ep), dividend-

to-price ratio (dp), and EBITDA multiple (em). 

To calculate excess returns, the average return of the long positions (large-cap and small- cap 

combined) and the average return of the short positions are calculated. These averages are then used to 

create a hedging portfolio, which neutralizes the market and size effects, isolating the performance 

attributable to the specific financial ratios [2]. Specifically, the long positions excess returns deduct the 

return of the hedging portfolio, while the short positions begin with the hedging portfolio and deduct the 

return of the short positions. 

This method helps to assess the risk-adjusted returns of both long and short positions, providing 

more insights into the drivers of these investment strategies. 

The t-statistic is a measure used to determine the statistical significance of excess returns. It is 

calculated by dividing the mean of the excess returns by the standard error for each strategy. The Sharpe 

ratio is then calculated by dividing the mean excess return by the standard deviation. 

 

Results and Discussion 

The long legs of value factors show robust performance with excess returns over the hedging 

portfolio ranging from 0.0014 to 0.0036 and Sharpe ratios between 0.25 and 0.77. In contrast, short legs, 

despite having higher Sharpe ratios in some cases (0.34 to 0.72), demonstrate significant t-statistics and 

Sharpe ratios up to 0.77, indicating enhanced risk-adjusted returns. These findings suggest that short 

positions for five out of eight value strategies offer better diversification and more stable returns, 

highlighting the potential challenges and limited effectiveness of short selling in factor-based portfolios. 
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Table 1. Excess returns of value strategies 

 

Excess 

return 

bm ebp sp cfp ocp ep dp em 

Long 0.0028 0.0033 0.0029 0.0033 0.0036 0.0014 0.0019 0.0014 

t-statistic 2.15 2.36 2.23 2.54 3.60 1.27 1.73 1.17 

Sharpe 

ratio 

0.47 0.48 0.48 0.54 0.77 0.27 0.36 0.25 

Short 0.0029 0.0029 0.0029 0.0026 0.0032 0.0019 0.0026 0.0019 

t-statistic 3.63 3.22 3.22 2.36 2.67 1.46 2.17 1.58 

Sharpe 

ratio 

0.72 0.68 0.69 0.49 0.55 0.31 0.45 0.34 

Long-

short 

0.0057 0.0062 0.0059 0.0059 0.0067 0.0033 0.0045 0.0033 

t-statistic 3.00 3.10 3.28 2.95 3.72 1.74 2.50 1.65 

Sharpe 

ratio 

0.63 0.65 0.67 0.62 0.77 0.36 0.53 0.34 

Short leg 

% 

50.9% 46.8% 49.2% 44.1% 47.8% 57.6% 57.8% 57.6% 

 

Significance 

This study reveals that while long positions in factor-based portfolios offer superior returns, the short 

positions offer greater diversification and stability. However, short positions are constrained by higher 

costs and practical difficulties. This finding can reassure investors and portfolio managers that focusing 

on long legs in their value strategies can still offer reasonable excess returns over the hedging portfolio. 

By highlighting the limitations of short selling, this research provides practical guidance on constructing 

more efficient portfolios, ultimately leading to enhanced risk-adjusted performance and better 

investment outcomes. 
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Using Li et al.’s (2021b) culture dictionary, developed through word embedding machine learning 

models, we investigate the influence of corporate innovation culture on ESG performance. This process 

enabled us to assess several different text analysis techniques applied to the Thai language as well as to 

learn about the challenges of working with financial reports. After an extensive data cleaning process, 

aimed at addressing issues stemming from inconsistencies in reporting and incompatibilities with Thai 

fonts, we obtained a large dataset of listed companies over a time period between 2000 and 2021. 

Differing from previous research, our study focuses on companies listed on Thailand’s stock exchange. 

Thailand’s distinct economic and cultural contexts provide essential insights into the impact of 

innovation culture on the ESG performance of firms in emerging markets. Our findings reveal a 

statistically significant positive relationship, where a one-unit standard deviation increase in innovation 

culture corresponds to a 21.1% rise in ESG scores. This result is economically significant, underscoring 

the substantial benefits of nurturing an innovative culture within organizations in emerging economies 

like Thailand. Additionally, our results hold true across various econometric estimation techniques and 

align with stakeholder, institutional, and legitimacy theories. 
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Abstract 

The electrochemical reduction of CO2 (CO2ER) presents a promising pathway to carbon 

neutrality and offers innovative strategies for fossil fuel utilization. While the majority of studies have 

emphasized C–C formation via *CO and its coupling with *C1 intermediates, the capability of direct 

CO2 coupling with *C1 intermediates is less charted. Our DFT calculations examining CO2 + *C1 

interactions on copper reveal CO2's superiority over *CO for C–C bond creation. Additionally, co-

electrolysis of CO2 with nitrogen compounds generates valuable C–N bonds. In our examination of C–

N bond formation during CO2 and NO3
–/NO2

– co-reduction on copper, we identified that the C–N 

bond originates directly from gaseous CO2 coupling with surface-bounded *N1 intermediates, 

following the Eley–Rideal mechanism. This discovery challenges conventional perspectives that 

depended on CO2ER intermediates, notably *CO. Collectively, our DFT insights underscore CO2's 

pivotal role in both C-C and C-N bond formations. 
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Introduction 

The development of transition metal catalysts for the transformation and functionalization of 

organic compounds is crucial for the pharmaceuticals and fine chemical industry. Density functional 

calculations were performed to give insights into the mechanisms and the role of Lewis acids in 

transition metal catalysts for C-O, C-F, and H-H activation.  

 

Methodology 

Density functional calculations of all structures were optimized in gas phase in Gaussian 16. 

Frequency calculations were carried out to obtain thermodynamic properties and to verify that the 

optimized geometries containing no imaginary frequency correspond to minima and those with one 

imaginary frequency correspond to transition states. The intrinsic reaction coordinate (IRC) calculations 

were performed to verify that the transition state structure leads to the expected intermediates in the 

reaction. The continuum solvation model with the solvent parameters was used to calculate the solvent-

corrected relative free energies. 

 

Results and Discussion 

In the C-O activation process, nickel complex with N-heterocyclic carbene (Ni-SIPr) has been shown to 

selectively catalyze C−O bond hydrogenolysis of aryl methyl ether to obtain arene and alcohol as the only products. 

The Lewis acid AlMe3 was found to facilitate aryl C–O bond activation via the five-centered transition state by 

forming a Lewis acid/base adduct with 2-methoxynaphthalene (NaphOMe) with the interaction from the Me group 

of AlMe3 to Ni.  

Then, we investigated the C-F activation in the hydrodefluorination of CF3-substituted aniline derivatives, 

CF3(C6H4)NMe2, by the Ru–S complex, [(PEt3)Ru(DmpS)]+ (DmpS = 2,6-dimesitylphenyl thiolate) with 

HSiMe2Ph and with HAliBu2. The Si-H activation on Ru-S generates Ru–H with thiosilane ligand, in which the Si-

S bond must be cleaved to generate the active silylium moiety for the fluoride abstraction. In contrast, the Al-H 

activation of HAliBu2 leads to the formation of Ru–H with the alumenium (+AliBu2), stabilized by the donation from 

both (Ru–H) and sulfur lone pair.  

For the H2 activation, the nickel-borane complex, Ni[(Mes)B(o-Ph2PC6H4)2], has been reported as an efficient 

catalyst for styrene hydrogenation. Following the H2 activation, the resulting trans-dihydride nickel-alane complex 

has higher negative charges on both terminal and bridging hydrogen atoms than the corresponding nickel-borane 

complex. With the higher hydricity of hydrogen, nickel−alane is expected to be more reactive toward hydrogenation 

of styrene than nickel-borane. 

 

Significance 

The role of Lewis acids in forming different types of interaction with transition metals affects their 

catalytic activities toward C-O, C-F, and H-H activation. The insights into the difference in the 

structures and activities will assist with the development of transition metal catalysts. 
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Introduction 

The widespread use of organophosphate (OP) pesticides, driven by global population growth and 

increasing food demands, poses significant health and environmental risks. These pesticides disrupt 

human acetylcholinesterase (HuAChE) and nerve impulse regulation. The FDA-endorsed antidote, 2-

Pralidoxime (2-PAM), effectively detoxifies OP-inhibited HuAChE [1]. In this study, the binding 

pathways of 2-PAM are unveiled for the first-time using the Ligand-Binding Parallel Cascade Selection 

Molecular Dynamics (LB-PaCS-MD) technique [2].  

 

Methodology 

In the trajectory analysis of LB-PaCS-MD binding and unbinding trials, the routes of 2-PAM and 

phosphorylated 2-PAM (2-PAM-POX) within HuAChE were determined by calculating distances to 

specific residues representing different doors of the enzyme. Distances from the center of mass (COM) 

of these compounds to key residues (Y341 for acyl door, V73 for side door, and Y133 for back door) 

were normalized, smoothed, and graphed using Origin software. During unbinding, a 2D plot illustrated 

exit pathways of the product based on distances between its COM and representative amino acids 

(Y341, V73, Y133) as well as to the hydroxyl O atom of S203. Binding modes were discerned by 

measuring distance (dOP) between the oxime O atom of 2-PAM and the P atom of S203-POX, and by 

calculating the angle (θOPO) among the oxime O atom, P atom of S203-POX, and O atom of S203. This 

analysis revealed two binding conformations: in-line (120° < θOPO < 180°) and adjacent (θOPO < 120°). 

The CPPTRAJ program was used for distance measurements throughout. 

 

Results and Discussion 

The results indicate that 2-PAM predominantly enters the inhibited HuAChE through the acyl door, 

accounting for approximately 81%. Additionally, there are minor occurrences of entry through the side 

door (10%) and back door (8%). Although these alternative pathways are observed, their lower 

frequencies suggest that the acyl door is the primary route for 2-PAM entry into the enzyme, while the 

side and back doors may serve as supplementary pathways. After 2-PAM approaches S203-POX, two 

observed binding modes, in-line and adjacent, are identified. The binding conformation with an in-line 

mechanism via the acyl door is present at 64%, while side and back doors exhibit adjacent binding 

conformations. Obviously, the in-line binding mode was mainly found when 2-PAM entered through 

the acyl door. In contrast, the adjacent mode was observed regardless of the entrance door utilized. 

Conformational shifts in key residues (W86, Y341, and Y449) and the Ω loop influence door dynamics 

and binding conformation. These insights provide a promising guide for future oxime design, effectively 

addressing challenges posed by OP pesticides.  

 

Significance 

In conclusion, the LB-PaCS-MD technique effectively computationally elucidates both ligand-binding 

and ligand-unbinding pathways in HuAChE. In addition, the hybrid conformation search, LB-PaCS-

MD/OFLOOD, can be used to calculate FELs, allowing one to elucidate ligand-binding/unbinding 

pathways quantitatively and search for extremely rare binding/unbinding pathways that may be difficult 

to observe using traditional MD simulations. Our analyses revealed the three potential entrances (acyl, 

side, and back doors) and two (in-line and adjacent) modes for 2-PAM binding. Notably, the acyl door 

was a preferential entrance of 2-PAM and facilitated the in-line binding conformation and release of the 
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final product, 2-PAM-POX. Quantitatively, both structural and energetic assessment suggest that 2-

PAM can cause the nucleophilic attack with the P atom of 2-PAM-POX. Additionally, the analysis of 

the dynamics of the conserved AAAs suggests that they play a pivotal role in the ligand-binding and 

unbinding processes. Although ligands can enter HuAChE through three doors, this study demonstrated 

that only the acyl and back doors could potentially serve as exit doors for this product. The release of 

the product through the back door could be observed using an advanced hybrid enhanced sampling 

method in future studies. 

 

 
Figure 1.  Reaction mechanism of catalyst XYZ. Note format of figures, text wrapping may be used. 
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Introduction  

The behavior of hydrogen (H) in the material has extensively attracted attention in the proton 

conduction, hydrogen absorption, and so on. In particular, the interaction between hydrogen and 

transition metals is dominant factor to control the absorption and diffusion properties of H in the metal. 

In these analyses, the deuterium (D) substitution from H are used to obtain the detailed information of 

the difference of H/D behavior. The H/D isotope effects are extensively studied by both experimental 

and theoretical approaches to understand the quantum mechanical principles. Generally, H/D isotope 

effects are induced by the difference of quantum nature of proton and deuteron. The quantum effects 

are clarified, such as zero-point energy, nuclear tunneling, vibrational excitation, and so on. The H/D 

isotope effects are observed in the various fields in chemistry, biochemistry, physics, and other related 

fields.  

Palladium (Pd) is well-known as a hydrogen storage metal under ambient temperature and 

pressure. Pd-H systems have been extensively studied, not only for their industrial applications but also 

for their physicochemical properties. Pd, having a face-centered cubic (fcc) structure, has two possible 

types of hydrogen absorption sites, that is octahedral (O) and tetrahedral (T) sites. It is known that the 

hydrogen atoms are located only at the O site at ambient temperature and H2 pressure in Pd bulk. 

Recently, many important experimental observations have been reported about the hydrogen storage in 

metal nanoparticles. These inhomogeneous properties of metal nanoparticles affect the unique hydrogen 

absorption properties. To understand the new hydrogen absorption properties in metal nanoparticles, 

we theoretically investigated the hydrogen absorption in Pd nanoparticles, adopting the Pd405 model of 

ca. 2.5 nm by using density functional theory[1].  

 

Methodology  

Density functional theory (DFT) calculations were performed using the Vienna ab initio simulation 

package (VASP) with the projector augmented wave (PAW) method. The Perdew-Burke-Ernzefhof 

(PBE) exchange and correlation functional was used under generalized gradient approximations. The 

cut-off energy was set to be 400 eV. 1 x 1 x 1 k-points were sampled by the Monkhorst-Pack grid 

method. We used the Bader approach to calculate atomic chages based on the VASP results. The Pd 

nanoparticle structure was put in a cubic cell for DFT calculation. The cell size was determined using 

PBC from a 10 A vacuum region with particle size of model for all x, y, and z directions to avoid 

interaction between nanoparticles during the DFT calculation. 

 

Results and Discussion  

After geometry optimization of Pd405, we clearly found the inhomogeneous geometric features, 

especially near the surface region. Next, we placed one hydrogen atom into O and T site of optimized 

Pd405 to consider all possible absorption sites. The hydrogen absorption energy in the Pd405 nanoparticle 

was calculated using following equation:  

 

Eabs = E(Pd405H) – (E(Pd405)+1/2(E(H2)).  

 

We found volume expiation of O and T sites after hydrogen absorption, especially near the surface 

region. In the core part, the hydrogen absorption energies in O and T sites showed a trend similar to that 

of Pd balk as shown in Fig. 1. We theoretically demonstrated the possibility of hydrogen absorption in 

T sites near the surface of the Pd nanoparticle. The flexible volume change near the surface and the 

difference in hydrogen position are strong indicators of stable hydrogen absorption in T sites in the Pd 

nanoparticles.  

Recently, we are developing new approach, which is the combined plane wave and localized basis 

sets (CPLB) method, to consider high accuracy in large inhomogeneous system. We will introduce the 



 

103 

theoretical background and some applications for metal-hydrogen interaction systems using CPLB 

method [2]. 

 
Figure 1. Hydrogen absorption energy of (a) octahedral and (b) tetrahedral sites without (blue) and with 

(red) zero-point energy (ZPE) correction for Pd405H. Examples of octahedral and tetrahedral sites in 

Pd405H are also shown.  
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Introduction 

When a porous material features very narrow channels, the gas diffusion through the material 

follows a phenomenon called "single-file diffusion" (SFD). The key feature of this phenomenon is that 

molecules cannot diffuse past each other. In other words, the gas molecules desorb from the permeate 

side of the channel in the same order as they have entered at the feed side of the channel. This unique 

behavior can be exploited for gas separation processes: When the channels of porous materials are 

sufficiently wide, the selectivity for gas separation is typically determined by the selectivity of the gas 

adsorption and the diffusion processes. A more exothermic adsorption and a higher diffusivity for a gas 

type typically means that the gas will be enriched in the permeate. However, when SFD occurs, the 

slowest-moving gas species will limit the diffusivity of all gas molecules moving in a channel. This 

minimizes the impact of the diffusivity on the selectivity of the gas separation. This phenomenon is, for 

instance, found in USTA-280, a metal-organic framework (MOF) with one-dimensional channels, 

which can be used to separate CO2 and N2, the main components of flue gas. [1] In the presentation, we 

will use the CO2/N2 separation via a USTA-280 membrane as an example to discuss the suitability of 

different kinetic models to describe SFD.  

 

Methodology 

Diffusion barriers and adsorption energies for N2 and CO2 have been computed at the DFT-PBE 

level and used to derive the rate constants for the adsorption/desorption processes as well as for the 

diffusion of the gas molecules from one unit cell to the next. Based on these values, a kinetic Monte 

Carlo (kMC) model and a micro-kinetic (MK) model that describes the diffusion of N2/CO2 has been 

set up. In the kMC model, each molecule's position in the channels is explicitly considered, and the 

diffusion and sorption steps are modeled as stochastic processes. In contrast, the MK model considers 

the coverage rates of the different gas molecules at the different positions of a channel and describes 

the gas diffusion with a set of differential equations. 

 

Results and Discussion 

Simulations using the kMC method, see Figure 1, can qualitatively reproduce the experimental 

observation that the CO2 content in a CO2/N2 mixture will be enriched after diffusing through a USTA-

280 membrane. It also shows that the composition of the permeate essentially aligns with the adsorbate 

composition on the feed side of the gas/solid interface. The simulated CO2 composition in the permeate 

increases as the width of the modeled membrane increases. This is related to the circumstance that 

compared to N2, CO2 features much higher diffusion barriers in USTA-280. If there is one CO2 molecule 

in a channel of the USTA-280 membrane, the diffusion of N2 through that particular channel will be 

slowed down significantly, and the number of N2 molecules that pass through the membrane is limited. 

However, if the channel is shorter, the probability of having a CO2 molecule in it is reduced. If there is 

no CO2 in the channel, the N2 molecules can rapidly diffuse through the channel, leading to decreased 

CO2 composition in the permeate.  

This finding shows the necessity of correctly describing the width of the membrane in the 

computational model. However, the involved computational costs do not always allow one to set up a 

kMC model that matches the dimensions of the experimental reference. Thus, we have considered the 

computationally more affordable MK model. Interestingly, upon using the same DFT data, the MK 

predicts a fundamentally different behavior: Instead of a high CO2 selectivity, an enrichment of N2 in 

the permeate is predicted, which becomes even more pronounced as the modeled channels become 

longer. This behavior is because the MK model refrains from explicitly modeling the gas molecules' 

position, making it impossible to describe the blocking of a channel by the slowly moving CO2 

molecules, which is characteristic of SFD. 
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Significance 

 On the one hand, this work provides a better understanding of the limitations of the different 

models in simulating SFD. On the other hand, the work shows that the kMC model can be a useful tool 

to visualize the molecular processes that control the selectivity of the gas separation process when SFD 

occurs. 

Figure 1. kMC results for the simulation of CO2/N2 separation with a USTA-280 membrane. The 

membrane modes has width of 100 unit cells and the  CO2 mole faction in the feed is set to 0.05. The 

graph shows the CO2 mole fraction in the gaseous permeate (black) and at different positions inside the 

USTA-280 channel. The red arrow marks the experimentally measured CO2 mole fraction in the 

permeate. 

 

References 

1. Hsu, C.-H., Lin, C.-Y., Lin, P.-Y., Chiu, C.-c. and Kang, D.-Y., preprint, 

DOI:10.2139/SSRN.4731910.



 

106 

Enhancing Efficiency of Metal-Sulfur Batteries Cathodes using Two-dimensional Materials  

 

Thanayut Kaewmaraya1,2*, Nipat Thatsami1, Tanveer Hussain3, Parinya Tangpakonsab1, 

Pornsawan Sikam4,5  
1Department of Physics, Khon Kaen University, Khon Kaen, Thailand  

2Institute of Nanomaterials Research and Innovation for Energy (IN-RIE), NANOTEC -KKU RNN on 

Nanomaterials Research and Innovation for Energy, Khon Kaen University,  

Khon Kaen, 40002, Thailand  
3School of Science and Technology, University of New England, Armidale,  

New South Wales 2351, Australia  
4Office of Research Administration, Chiang Mai University, Chiang Mai, 50200, Thailand  

5Center of Excellence in Materials Science and Technology, Materials Science Research Center, 

Faculty of Science, Chiang Mai University, 50200, Thailand  

*thakaew@kku.ac.th 

 

Introduction 

Li-ion batteries (LIBs) are currently the mainstream energy storage devices for portable electronics 

and electric vehicles (EVs). However, the relatively low abundance of lithium resources is one of the 

major barriers for extended driving range EVs and the ever-increasing large-scale storage. In this regard, 

alternative battery technologies offering high energy density and cost effectiveness are of importance. 

Room-temperature metal-sulfur batteries (including Li- S and Na-S batteries) have recently emerged as 

one of the feasible candidates because of the ultrahigh theoretical energy density and naturally abundant 

electrode materials (i.e., sodium and sulfur). Nevertheless, the commercial viability of these batteries 

remains hindered by the shuttle effect, poor electrical conductivity of sulfur, and sluggish 

electrochemistry. Herein, this talk presents the use of generic two-dimensional (2D) materials as cathode 

hosting materials to solve the mentioned issues. 

 

Methodology 

Density functional theory (DFT) via planewave-based Vianna Ab-initio Simulation Package 

(VASP) was utilized to unravel key fundamental aspects namely interfacial interactions of 

lithium/sodium polysulfides (Li2Sn and Na2Sn; 1≤n≤8) with cathode hosting 2D materials, electronic 

properties, electrochemical sulfur reduction reaction (SRR). Additionally, ionic diffusion was probed 

by the Nudged Elastic Band (NEB) method. 

 

Results and Discussion 

Our findings indicate that 2D materials (including nanoporous graphene, transition metal 

dichalcogenides, MXenes, and As2S3) can effectively inhibit the shuttle effect because they bind with 

lithium/sodium polysulfides stronger than the electrolytes do as shown in Fig. 1. This prominent binding 

is ascribed to the immense ionic bonds between the 2D materials and polysulfides. Moreover, such 

materials are excellent electrical conductors which ensure the efficient electrochemical process during 

the redox reaction. Importantly, they also catalyze the electrochemical reactions by reducing the energy 

barriers of conversions among the redox intermediates in SRR and diffusion barriers of Na+ and Li+ 

ions as shown in Fig. 2. Hence, 2D materials conclusively offers the advantages for enhancing the 

efficiencies of Li-S and Li-S batteries via suppressing polysulfide shuttling and promoting 

electrochemical kinetics.  

 

Significance  

Beyond the reported applications of 2D materials as electrodes in ubiquitous LIBs, this work 

highlights their novel functionality as an electrode material to solve the intrinsic challenges of Li-S and 

Na-S batteries which are among the promising contenders for extended driving range EVs and grid-

scale energy storage devices. Consequently, their technological Readiness Level (TRL) can be lifted. 
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Figure 1. (Left) Relaxed atomic orientations of sodium polysulfides Na2Sn on Ti3C2O2 MXenes and 

(right) comparative binding energies of Na2Sn on Ti3C2O2 as compared with Na2Sn and conventional 

electrolytes such as 1,2-dimethoxyethane (DME) and 1,3-dioxolane (DOL). 

 

 
Figure 2. (Left) Gibbs free energy change of the sulfur reduction reaction (SRR) at room temperature 

298.15 K and (right) ionic diffusion barrier of a Na+ on Janus MoSTe. 
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Introduction 

Volcano plots and 2D activity maps,1 derived from linear free energy scaling relationships, are 

valuable tools for predicting and rationalizing catalytic properties. By exploiting the Sabatier’s principle 

these tools enable rapid identification of optimal catalysts through visual representations that correlate 

catalytic performance with a key energetic descriptor representative of the catalytic cycle. This work 

combines the rapid screening ability of molecular volcano plots 

with microkinetic modeling to create the next-generation of 

microkinetic volcano plots that predict the concentration of the 

product(s) at a given reaction time. We also introduce mikimo,3 a 

lightweight Python program that is seamlessly integrated with our 

previously released volcano plot/activity map builder, volcanic2 

which automates the construction of microkinetic molecular 

volcano plots and activity/selectivity maps. 

 

Methodology 

For each possible value of the descriptor variable, estimates of the energy barriers associated with 

all the individual reaction steps can be acquired from the general simulated reaction profile. The 

corresponding rate constants can then be obtained for every 

reaction step from the Eyring-Polanyi equation and the kinetic 

equations constructed. The rate constants for the reverse reactions 

are obtained simultaneously and included in the preceding steps. 

For a given reaction time, the equations can then be integrated 

numerically, and the product concentration at a fixed time plotted 

as a function of the descriptor. Completing this process using a 

single descriptor variable gives rise to microkinetic volcano plots, 

while using two descriptor variables provides microkinetic activity 

maps. 

 

Results and Discussion 

With the theoretical framework and the implementation of microkinetic volcano plots in hand, 

we demonstrate their application for catalytic reactions. Owing to their ability to account for 

temperature and concentration in complex mechanisms, microkinetic activity maps that use time or 

temperature as secondary descriptors allow for the simultaneous optimization of both catalyst and 

reaction conditions. Through these plots/maps, we examine the impact of physical conditions on 

catalytic performance. Furthermore, we pinpoint the catalysts that perform optimally under the 

specified physical conditions. 
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Significance 

Microkinetic volcano plots and activity/selectivity maps plots enable not only the rapid screening 

of catalysts and substrates for reactions involving complicated mechanisms (e.g., intertwined catalytic 

cycles leading to multiple products), but also the effect of physical conditions (e.g., reaction 

temperature/length, concentration of reactants) on activity and selectivity. Leveraging these capabilities 

permits the simultaneous optimization of the catalyst and the reaction conditions, thereby providing a 

unified theoretical framework for the holistic design of active and selective homogeneous catalysts and 

reactions. We have also introduced mikimo, a Python-based open-source module for microkinetic 

modeling of homogeneous catalytic reactions. This easy-to-use implementation reproduces 

experimental results regarding product distribution and is applicable to diverse reaction mechanisms as 

well as conditions. 
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Introduction 

Fluorescein, an organic dye molecule, can exist in seven prototropic forms: one cation, three neutral 

forms, two monoanions, and one dianion. The fluorescence quantum yield of the dianionic form is the 

maximum, with a high value of 0.93 in the solvent phase. Therefore, this molecule has a broad range 

of potential applications, such as a gain medium in certain dye lasers, as a marker in biomedical 

applications, and as a flow tracer in hydrology. Interestingly, the molecule was found to be non-

fluorescent in the gas phase. [1] Despite several studies addressing the fluorescence characteristics of 

fluorescein dianion, the underlying physical mechanism that dictates the dominance of one channel 

over the other is not understood. No comprehensive comparison of the mechanism or energetics of 

electron detachment between the solution and gaseous phases of the dianion has been reported to date. 

 

Methodology 

This work aims to provide a deeper insight into the fluorescence characteristics of fluorescein dianion 

in terms of a systematic investigation of the effect of water addition on its fluorescence properties by 

calculating two energy parameters, adiabatic detachment energy (ADE) and vertical detachment energy 

(VDE). For these calculations, the structures of fluorescein dianion and fluorescein monoanion were 

computed. The vibrationally resolved absorption and emission spectra of fluorescein in aqueous media 

were calculated and compared with the available experimental spectra. The comparison of different 

energy components and their role in the stability of one photoproduct over the other was elucidated to 

illuminate the deactivation pathways both in the gas phase and the solvent phase. All calculations were 

performed using density functional theory (DFT) and time-dependent DFT at the B3LYP/6-

311++G(d,p) level of theory using Gaussian09 software using different solvent models e.g. polarizable 

continuum model (PCM), conductor-like polarizable continuum model (CPCM), solvation model based 

on density (SMD), microsolvation and cluster continuum model (CCM). 

 

Results and Discussion 

In this work [2], the effect of hydration on the fluorescence property of fluorescein dianion was 

investigated. In the case of this specific molecule, there exist two major mechanisms of de-

excitation after photoabsorption: (a) fluorescence and (b) photodetachment. The detachment energies 

calculated with continuum solvation models were found to be significantly higher than those in the gas 

phase. This explains the larger fluorescence quantum yield of fluorescein dianion in the solvent phase 

as opposed to the gas phase, where it is much easier for an electron to photodetach due to the low 

electron detachment energy. The VDE calculated under microsolvation was found to gradually increase 

as more and more water molecules were added to the system, thereby approaching the value obtained 

using a continuum solvation model. The location of the sites where the water molecules get attached 

was found to make a difference in the electron detachment energy. However, it is apparent that a 

collective effect of the solvent environment rather than the task of just a few water molecules causes 

the VDE to have a high negative value in the solution phase. The higher stability of the dianion in the 

solvent phase compared to the monoanion is attributed to the higher solvation free energy of the dianion 

due to its larger negative charge. This contributes to the higher electron detachment energy of the 

fluorescein dianion in the solvent phase. It is also found that the photodetachment process in the gas 

phase is followed by vibrational relaxation via some low-frequency vibrational modes involving the 

xanthene ring. PCM underestimates the stability of fluorescein monoanion in the solution phase when 

compared to results from microsolvation and CCM gives results that are consistent with the expected 

trend. However, for fluorescein dianion, an over-stabilization of the structure in the solution phase was 

noticed as compared to the results from microsolvation. 
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Figure 1: A graphical representation for the dependence of photodetachment and fluorescence 

phenomena of fluorescein dianion in the gas phase and a solvent, respectively, on their detachment 

energies. 

 

Significance 

The results from the present work indicate that the activation of the fluorescence channel of gas phase 

fluorescein dianion over the photodetachment channel can be achieved only if a relatively large number 

of water molecules are added to the system. These findings suggest that activating one deactivation path 

over the other completely relies on their energetics, which can be tuned via several external or internal 

factors, e.g., the inclusion of substituting group, light irradiation to the higher excited states, degree of 

solvation, etc. Therefore, these results provide useful insights into the controlled experiments one might 

perform on fluorescein dianion, where a particular deactivation path will be favored over another. 

Furthermore, quantitative understanding of finetuning of fluorescence quantum yield using 

microsolvation of fluorescein dianion will help in designing controlled fluorescence probe for 

biomedical applications. 
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Introduction 

Proton transfer reactions are crucial in myriad biochemical and physical processes ranging from 

enhancing electrolyte conductivity to the regulation of enzymatic activities and ion channel functions. 

While molecular dynamics (MD) simulations are extensively employed to explore phenomena and 

mechanisms that influence macroscopic properties at the atomic level, conventional MD approaches 

fail to model proton transfers since bonds cannot be broken or formed. Alternative methods, such as ab 

initio MD or reactive force fields, are computationally demanding and impractical for large systems or 

extended simulation periods. Constant pH simulations are limited to a finite number of protonation sites 

and do not incorporate explicit protons. We present Protex1, a Python-based extension for the MD 

software OpenMM, to overcome these challenges: Protex integrates proton transfer reactions within 

conventional polarizable MD simulations without significant computational overhead. Additionally, it 

does not require a proton bath and can accommodate an unlimited number of protonation sites. 

 

Methodology 

Protex employs a single topology approach, where each base is modified to include a dummy 

atom at the potential protonation site. These dummy atoms possess mass but lack partial charges and 

Lennard-Jones parameters, rendering them inert within the simulation environment. This approach 

ensures a correct atom mapping between an acid and its conjugate base. During protonation, the force 

field parameters of the dummy atom and the proton of the donor are changed, effectively transforming 

the dummy atom into an active proton and vice versa, thus facilitating the reaction without breaking or 

forming bonds, as shown in Figure 1. 

 

 
Figure 1. Proton transfer between 1-methylimidazolium and acetate in a single topology 

approach. Dummy atoms are shown in green. 

 

Protex works by stopping the trajectory production at regular intervals and checking if there are 

acidic protons within a cutoff radius of a suitable acceptor (illustrated by the dashed line in Figure 1). 

Protons are then transferred based on predetermined probabilities derived from quantum mechanical 

scans of the reactants. These probabilities can be adjusted throughout the simulation to maintain the 

desired ratio of charged to neutral species.2 Protex is compatible with any force field supported by 

OpenMM, though it has been specifically developed and validated using the CHARMM polarizable 

force field. The typical workflow involves setting up and optimizing a simulation box using CHARMM 

with the CHARMM36 force field, followed by production runs in OpenMM 7.6 utilizing the Velocity 

Verlet integrator. Analysis of pertinent properties such as diffusion coefficients, conductivity, radial 

distribution functions, and proton hopping chains is conducted using the MDAnalysis package and 

custom Python scripts. 

 

Results and Discussion 

We conducted a detailed investigation of the protic ionic liquid (IL) 1-methylimidazolium acetate 

using Protex. Our research demonstrates that while conventional polarizable MD simulations 
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inadequately capture the conductivity of the system,3 incorporating proton transfer reactions 

significantly enhances the correlation with experimental data.1,4 In a more complex test scenario, we 

examined the same IL in conjunction with a protic solvent, methanol, and a photoacid. The majority of 

the system consisted of methanol, which typically received the proton from the photoacid before it was 

transferred to more stable species such as acetic acid or 1-methylimidazolium. Our simulations 

successfully depicted proton hopping across multiple protonated methanol ions serving as intermediate 

carriers. Furthermore, the decay of protonated methanol followed an exponential trend, aligning with 

the observations of our experimental collaborators. This comprehensive study underscores the utility 

of Protex in enhancing MD simulations to better match empirical findings, particularly in complex 

ionic systems involving multiple proton transfer dynamics. 

 

Significance 

We believe that Protex offers a cost-effective solution for simulating proton transfer within 

molecular dynamics frameworks. Currently, our efforts are directed towards expanding Protex's 

applicability to biological systems, with a particular emphasis on proton-conducting ion channels. 

However, Protex is not limited to proton transfer reactions. We plan to broaden its capabilities to 

include various other phenomena such as charge transfer, tautomerism, ligand exchange in complexes, 

and straightforward chemical reactions, including chemisorption of CO2. 

 

References 

(1) Joerg, F.; Wieder, M.; Schröder, C. Front. Chem. 2023, 11, 1140896. 

(2) Jacobi, R.; Joerg, F.; Steinhauser, O.; Schröder, C. Phys. Chem. Chem. Phys. 2022, 24(16), 9277–

9285. 

(3) Joerg, F.; Schröder, C. Phys. Chem. Chem. Phys. 2022, 24 (25), 15245–15254. 

(4) Gődény, M.; Joerg, F.; Kovar, M. P.-P.; Schröder, C. J. Phys. Chem. B 2024, 128 (14), 3416–3426. 

https://www.zotero.org/google-docs/?Zq5JlG
https://www.zotero.org/google-docs/?wTHxAt
https://www.zotero.org/google-docs/?YzhIgv
https://www.zotero.org/google-docs/?YzhIgv
https://www.zotero.org/google-docs/?YzhIgv
https://www.zotero.org/google-docs/?YzhIgv
https://www.zotero.org/google-docs/?YzhIgv
https://www.zotero.org/google-docs/?YzhIgv
https://www.zotero.org/google-docs/?YzhIgv


 

114 

Mass spectrometry and machine Learning (MS-ML): A combined tool for medical diagnosis  

 

Koner D.1* and Banerjee S.2 
1 Indian Institute of Technology Hyderabad, 502285, (India) 

2 Indian Institute of Science Education and Research Tirupati, 517507,  (India) 

*debasishkoner@chy.iith.ac.in 

 

Introduction 

The desorption electrospray ionization mass spectrometry (MS) imaging (DESI-MSI) is an 

extensively used ambient ionization MS technique to generate gas phase ions without fragmentation. 

Several thousands of signals of molecules can be found for biological/pathology samples like tissue 

sections, blood, and urine from DESI-MSI. Based on the signal intensities, the samples can be classified. 

However, a significant number of signals in the MS also appear as noises. Finding out the prominent 

signals from the MSs and sorting out the discriminatory signals within several thousand signals to 

classify them into different categories is a challenging task. In our recent works, we have developed a 

protocol using an in-house peak-picking algorithm to build ML models to differentiate the biological 

samples. Our protocol has been successfully applied to the diagnosis and/or biomarker detection of 

nephrotic syndrome (NS), breast cancer,  and temporal  lobe Epilepsies (TLE).  

 

Methodology 

In the DESI-MSI technique, highly charged aerosol of microdroplets is sprayed onto a surface, 

which desorbs and ionizes molecules, and finally analyzes the molecules by MS. Samples are analyzed 

in their normal conditions with minimal sample preparation, and chemicals, metabolites, and lipids can 

be rapidly identified from their m/z signals. The mass spectra recorded are then used as a dataset for 

building ML models. The prominent signals are picked using our own in-house package depending on 

the abundance of the molecules. The importance signals are then determined using multivariate 

classifiers e.g. random forest, extra tree. Finally, we have constructed ML models using a few most 

important (say top 50 or 100) signals. The most important discriminatory signals are the biomarkers 

which can be further characterized using MS/MS technique. 

 

Results and Discussion 

In our first work, we have built a support vector machine (SVM) model which can classify four 

different types of NSs (IgA nephropathy (IgAN), membranous glomerulonephritis (MGN), and lupus 

nephritis (LN)) with an average accuracy of 98%. Dysregulation of glycerophospholipids, 

sphingolipids, and glycerolipids in the kidney appears as prominent biomarkers for diagnosing the NS. 

In the second work, we have found that a 100% accurate (with 99% average accuracy) ML model can 

be built to predict breast cancer using only four different types of diacylglycerols. In the third project, 

we have studied the lipid profile of the human hippocampus obtained from epilepsy surgery for temporal  

lobe Epilepsies using  negative ion mode DESI-MSI and ML which revealed upregulation of 

anionic/negatively charged phospholipids in the TLE compared to the  non-TLE samples. 

 

Significance 

 Simple 1-min scanning of the renal biopsy specimen by DESI-MSI can be used to find out the 

metabolic derangement of lipids in different types of nephrotic syndromes, which can be analyzed by 

machine learning for rapid and accurate classification of NS. Exceptional diagnostic potential of 

diacylglycerols for accurate discrimination between breast cancer and adjacent normal tissue by 

mapping their distributions in lumpectomy specimens using DESI-MSI have been reported. Metabolic 

upregulation of this lipid in breast cancer was observed. Machine learning models revealed striking 

upregulation of anionic/negatively charged phospholipids in the TLE compared to the  non-TLE 

specimens. The origin and the evolution of the biomarkers (phospholipids etc.) revealed here can be 

investigated in detail which will open up new avenues for studying those diseases.  
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Figure 1. Schematic diagram of DESI-MSI technique (left). Linear discriminant analysis of mass 

spectra obtained from  different types of NS tissue sections. 
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Introduction 

Electrocatalytic water splitting, producing hydrogen and oxygen via water electrolysis, stands out 

as a highly attractive method for generating renewable carbon-free alternative fuels. However, its 

practical application faces challenges due to the high costs associated with the Pt cathode and Ir/RuOx 

anode catalysts. On the search for alternative catalyst materials, barium titanate (BaTiO3) has garnered 

attention since this inexpensive and non-toxic perovskite oxide can be synthesized from earth-abundant 

precursors. Its potential for catalyzing the oxygen evolution reaction (OER) has been highlighted by 

recent studies. [1] Additionally, the introduction of transition-metal dopants, including Fe and Ni, has 

been explored to enhance the electric conductivity and catalytic activity of BaTiO3. [2] In this work, we 

delved into the mechanistic details of OER over pristine and Ni-doped BaTiO3 (001). To gain insights 

into the OER mechanism in dynamics simulation, a neural-network based machine learning potential 

(MLP) was constructed to enable large-scale and long-time molecular dynamics simulations (MD) of 

OER with an accuracy close to DFT. [3] 

 

Methodology 

Instead of relying on costly and time-consuming ab-initio molecular dynamics (AIMD), the training 

dataset for the MLP was constructed via the MACE-MP-0 model, a foundational tool for atomistic 

materials chemistry. MD simulations were conducted with MACE-MP-0 to explore the potential energy 

surface. Subsequently, single-point density functional theory (DFT) calculations were employed to 

recalculate the energies and forces of the generated structures to yield a database with the RPBE level 

of theory, using VASP plane-wave package. Following dataset construction, we evaluated the 

performance of machine learning models, including MACE and ænet, using our custom BaTiO3 

database. These models were then deployed to investigate the OER mechanism through MD and 

Metadynamics (MetaD) simulations. 

 

Results and Discussion 

Our proposed MLP training pipeline offers a significant acceleration in dataset construction, which 

traditionally consumes substantial time and resources in MLP-related research. Through the adoption 

of an active learning scheme, we can iteratively refine the performance of the machine learning model, 

resulting in a more accurate and efficient MLP tailored for stable MD simulations. While AIMD has 

provided invaluable insights into the interaction of water with oxide surfaces, its limitations in terms of 

length and time scales often hinder the characterization of the properties of aqueous oxide interfaces. 

However, our MLP-MD approach has enabled us to delve into water dissociation over BaTiO3 surfaces 

through nanosecond-scale simulations. Looking ahead, employing MLP-MetaD to study the entire OER 

reaction profile promises to be a future direction for our study. 

 

Significance 

Typically, constructing a database for training an MLP is resource-intensive, necessitating 

numerous AIMD simulations to capture diverse configurational space. However, in this study, we 

adopted a more efficient approach by leveraging the MD trajectory obtained from simulations by the 

MACE-MP-0 model. By doing so, we circumvented the need for extensive AIMD simulations. This 

strategy enabled us to explore the configurational space through a longer-picosecond MD simulation, 

while also facilitating parallelization using single-point DFT calculations. The MLP trained with the 

custom BaTiO3 database has the potential to significantly accelerate MD and MetaD simulations, 
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thereby facilitating the study of the OER over nanosecond-timescale, which is not practical with 

conventional AIMD. 
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Introduction 

Zeolite, a crystalline microporous aluminosilicate, stands out as an exceptional catalyst in green 

chemistry synthesis. The utilization of Palladium zeolite catalysts in cross-coupling reactions, 

synthesizing unsymmetrical biaryls from aryl halides and boronic acid, has gained interest. The larger 

pores of Pd-Faujasite zeolite facilitate efficient encapsulation of aggregated Pd species, thereby 

enhancing catalytic performance. 

In this study, we focus on the cross-coupling reaction between Bromobenzene and Phenylboronic 

acid using Pd-H-Faujasite zeolite, employing both experimental and theoretical approaches. Pd-H-

Faujasite zeolite catalyst was synthesized in our laboratory and underwent characterization using XRD 

spectroscopy techniques. Suzuki-Miyaura cross-coupling reactions were studied at various conditions. 

The products were characterized with TLC and NMR spectroscopy. The adsorption and reaction 

mechanism over Pd-H-Faujasite zeolite were theoretically examined using DFT calculations. The 

theoretical results provide support for the formation of biphenyl products in the reaction. 

 

Methodology 

The coupling reaction involving bromobenzene with phenylboronic acid was synthesized using 

Pd-H-Faujasite zeolite. Pd was introduced by combining a solution of Pd acetate and H-Faujasite zeolite 

in THF, allowing the mixture to react for 48 hours at room temperature. The structure of Pd-H-Faujasite 

zeolite was analyzed using X-ray diffraction (Bruker, D8 ADVANCE, CuKα radiation) and BET 

analysis. For the reaction, a mixture of Bromobenzene (1.0 mmol), phenylboronic acid (1.2 mmol), 

ethanol (5 mL), K2CO3 2 mmol and 10 mg of Pd-H-Zeolite catalyst was stirred and refluxed at various 

temperatures and reaction times. All products were carefully characterized using TLC and NMR 

spectroscopy.  

For quantum calculation, the Pd-H-Faujasite zeolite catalyst was modeled with a 34T quantum 

cluster model to represent the active site. The Pd4 cluster within the zeolite was located over the 

Brønsted acid site. The M06-L functional was employed to calculate the coupling reaction over the Pd-

H-Faujasite zeolite, using the 6-31G(d,p) and LANL2DZ basis set in this model. All calculations were 

studied using the Gaussian 09 program. 

 

Results and Discussion 

The cross-coupling reaction involving bromobenzene and aryl boronic acid was studied with Pd-

H-Faujasite zeolite. The coupling reaction was performed employing Pd-H-Faujasite under various 

conditions. The highest yield is 63% with Pd-H-Faujasite at 120 C and 4 hr reaction time. The 

computational analysis of the coupling reaction between bromobenzene and phenyl boronic acid on Pd-

H-Beta zeolite was studied by using the M06L functional. The reaction involves three steps: oxidative 

addition of bromobenzene, transmetallation with phenylboronic acid, and reductive elimination leading 

to biphenyl, as illustrated in Figure 1. The calculated activation energies with bromobenzene and 

phenylboronic acid for these steps were found to be 12.0, 31.4, and 15.3 kcal/mol, respectively. These 

findings indicate that the Pd cluster located within the Brønsted acid site of Faujasite zeolite is well-

suited for facilitating the cross-coupling synthesis reaction. 
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Significance 

We studied the cross-coupling reaction between Bromobenzene and Phenylboronic acid using Pd-

H-Faujasite zeolite with both experiment and theoretical study. 

 

 
Figure 1. Reaction pathway for the coupling reaction of bromobenzene with phenylboronic acid over 

34T Pd-H-Faujasite zeolite. The structures were calculated using the M06L functional. Energies are in 

kcal/mol. 
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Introduction 

This study explores the pharmacological properties and potential therapeutic applications of the 

naturally occurring 4,6-dimethoxyflavone (DMF). DMF is a flavonoid derivative regarded as a 

promising candidate for cancer treatment because of its ability to interact with various cellular 

components [1]. The presence of methoxy groups at the 4 and 6 positions on the flavone core enhances 

its lipophilicity and cellular uptake, facilitating more effective interaction with intracellular targets 

critical for cancer cell proliferation and survival. DMF exhibits anti- inflammatory and anticancer 

activities, potentially through modulation of various signaling pathways, including those involved in 

cell proliferation and apoptosis [2]. However, the solubility of DMF is rather low, hindering 

pharmaceutical applications. To increase the solubility, β-cyclodextrin (βCD) and derivatives were 

utilized to encapsulate such lipophilic guest molecules into their hydrophobic cavity, while their 

hydrophilic outer part interacts with surrounding water [3]. βCDs have been extensively used and 

widely acceptable carriers for improving the physicochemical properties of lipophilic drugs [4]. 

 

Methodology 

Considering this interest, we select βCD and its hydrophilic derivatives; methyl-β-cyclodextrin 

(MβCD), dimethyl-β-cyclodextrin (DMβCD), hydroxypropyl-β-cyclodextrin (HPβCD) [5], hyaluronic 

acid β-cyclodextrin (HAβCD), sulfobutylether-β-cyclodextrin (SBEβCD) to generate inclusion 

complex with DMF by two different methods: (i) molecular docking using the CDOCKER module in 

Accelrys Discovery Studio 2.5; and (ii) parallel cascade selection molecular dynamics (PaCS-MD), a 

method for sampling rare events that facilitate the generation of transition pathways between a reactant 

and a product [6]. This technique employs repetitive short-duration MD simulations from key 

configurations, termed conformational resampling cycles, to sample these pathways. Additionally, the 

classical MD simulations were performed on each complex for 1µs in triplicates and the last 900 ns are 

used for analyses [7]. 

 

Results and Discussion 

The docking study showed that DMF can effectively form inclusion complexes with βCD and 

derivatives. DMF revealed two favorable conformations, and the interaction energies for A and C 

conformations are -22 to -28 kcal/mol and -23 to -26 kcal/mol, respectively. RMSD of complex was 

calculated to assess the system stability. Notably it remained stable for all complexes; however, during 

the third simulation of the MβCD complex for both conformations, the drug transiently exited and re-

entered the cyclodextrin cavity, forming a new inclusion complex. Among the βCD derivatives 

examined, the DMF/SBEβCD complex demonstrated superior performance, characterized by the 

highest number of atom contacts and the lowest solvent accessibility in the hydrophobic cavity of 

SBEβCD. The hierarchy of atom contact numbers across the complexes was observed as follows: DMF-

SBEβCD > DMF-HPβCD > DMF- DMβCD > DMF-MβCD > DMF-HAβCD > DMF-βCD. These 

findings highlight the exceptional capability of modified cyclodextrins, especially SBEβCD, in 

enhancing the solubility and stability of the lipophilic drug DMF, thereby underscoring their potential 

as effective molecular encapsulating agents. 

 

Significance 

• This study addresses a critical barrier to the clinical utility of DMF poor aqueous solubility. The 

outcomes open avenues for developing more safer and effective alternatives and enhancing the 
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anticancer efficacy of DMF. 

• The use of βCDs not only improves the solubility of lipophilic drug, but also sets a precedent 

for using computational methods in drug design and development, paving the way for rapid, 

cost-effective pharmaceutical innovations. 

 
Figure 1: A graphical representation of inclusion complexation study of DMF/βCDs 

 

Keywords: Dimethoxyflavone, β-cyclodextrin, Docking, MD simulation, PaCS-MD 
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Introduction 

Aluminum-sulfur (Al-S) batteries have recently gained significant attention due to the high earth 

abundance and theoretical capacity of sulfur as the electrode material (1). However, the shuttle effect 

of large polysulfide (Al2Sn) remains a challenge for the development of high-performance Al-S 

batteries. This can be overcome by using anchoring material that enhances polysulfides adsorption. 

MXene offers fascinating properties, such as high electronic conductivity and a large specific area (2). 

Various MXenes have demonstrated performance improvements in batteries. Based on first-principles 

calculations, 3d-transition metal-loaded V2CO2 (SA@V2CO2) MXene was modeled as an anchoring 

material to suppress the shuttle effect and improve sulfur reduction reaction at the cathode. The free 

energy diagrams of the various SA@V2CO2 can demonstrate the reaction profile the determining step 

and provide an estimate of the favorable performance for Al-S batteries. 

 

Methodology 

All calculations were carried out using spin polarized density functional theory (DFT) method as 

implemented in Vienna ab initio simulation package (VASP) (3, 4). The projector augmented wave 

(PAW) method was used to treat the electron-ion interaction. The exchange-correlation functional was 

approximated by the generalized gradient approximation (GGA) with Perdew-Burke-Ernzerhof (PBE) 

functional. The DFT-D3 method was employed for corrections of weak van der Waals interactions 

between S8 or Al2Sn and SA@V2CO2. The cutoff energy was set to 500 eV. Structure optimizations 

were carried out within the energy and force convergence of 10-6 eV and 0.02 eV/Å, respectively. The 

Brillouin zone integrations were carried out using k-point sampling of the Monkhorst-Pack scheme as 

5 x 5 x 1. The vacuum gap is set to 20 Å in the z-direction to avoid interaction between the periodic 

images. 

 

Results and Discussion 

3d-Transition metal atoms (TMs) were placed on V2CO2 monolayer and explored the performance 

of SA@V2CO2 for Al−S batteries (5). There are two different preferential binding sites. Sc, Ti, Cr, Mn, 

and Cu atoms prefer to bind at hollow OTopC site, whereas the other 3d-TMs prefer to bind at hollow 

OTopV site. Various initial structures of S8 and Al2Sn molecules were investigated at various binding sites 

on both bare and SA@V2CO2 surfaces. For the bare V2CO2, Al–O bonds were characterized as the bond 

formation upon polysulfides adsorption. Al2S3, Al2S6, and Al2S12 can easily form Al–O bonds and 

strongly adsorb on the surface. In contrast, S8 and Al2S18 weakly adsorb on the surface since there is no 

Al atom in S8 while Al2S18 is a large cluster where S atoms hinder the formation of Al–O bonds.  

For the SA@V2CO2, S atoms of S8 and Al2Sn species can form bonds with TMs on the surfaces. 

The possible binding sites of S8 and Al2Sn molecules were considered by TM–S bonds on the surface. 

The results suggest that SA@V2CO2. can suppress the shuttle effect of high order Al2Sn comparing with 

bare. Furthermore, the energy profiles of sulfur reduction reaction reveal the potential determining step 

which can be used to determine the performance of the cathode materials for Al-S batteries. 

 

Significance 

The study focuses on the single-transition metal atom (SA) catalysts on V2CO2 as anchoring 

material for Al-S batteries. Adsorption strength was used to investigate the suppression of shuttle effect. 

Free energy profiles of sulfur reduction reactions provide an estimate of the performance for Al-S 

batteries. 
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Figure 1. S8 and Al2Sn species. Binding site of SAs on V2CO2. Sulfur reduction reaction on bare and 

Fe@V2CO2 as an example. 
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Introduction 

Metal-sulfur batteries have been proposed as a next-generation energy storage technology due to 

their high theoretical capacity and energy density. Among them, sodium-sulfur (Na-S) batteries are 

particularly promising due to their high theoretical capacity, nontoxicity, environmental friendliness, 

and low cost. However, Na-S batteries still face challenges in terms of capacity fading and cycling 

stability due to shuttle effect and sluggish kinetics of sulfur reduction reaction (SRR).1 Recently, C2N, 

a novel 2-dimensional material, has been shown to improve the performance of Na-S batteries, despite 

its issues of Na-trapping.2 To solve this problem and enhance catalytic activity, transition metal doping 

could be a viable method. Herein, we design transition metal doping on C2N using first-principles 

methods, focusing on iron (Fe) and cobalt (Co) due to strong interaction with sodium polysulfide 

(NaPSs) and their popularity in experimental studies. We study and compare the performance of single-

atom and dual-atom in suppressing shuttle effect and enhancing the delithiation reaction. Based on the 

calculated results, we could suggest new transition metal doping C2N for future high-performance Na-

S batteries. 

 

Methodology 

All calculations are carried out using the spin polarized DFT method as implemented in Vienna ab 

initio simulation package (VASP 5.4).3,4 The frozen-core projector augmented wave (PAW) method 

was used to describe the electron-ion interaction. The exchange-correlation contributions were 

approximated by the generalized gradient approximation (GGA) with Perdew-Burke-Ernzerhof (PBE) 

functional. Weak van der Waals interactions between the adsorbates and TM-C2N were partially 

corrected using the DFT-D3 method with Becke-Jonson damping. The surface structures were 

optimized with a kinetic energy cutoff of 500 eV and k-point sampling of the Monkhorst-Pack scheme 

as 4 x 4 x 1 for structural optimization and 9 x 9 x 1 for electronic structure calculations. The energy 

and force convergence criteria were set to 10-6 eV and 0.02 eV/Å, respectively. 

 

Results and Discussion 

Computations reveal that TM doping improves NaPSs adsorption and prevents Na trapping.  In 

addition, doping with dual-atom show stronger NaPSs adsorption compared to single-atom doping due 

to the increased number of active transition metal sites that bind with sulfur in NaPSs. However, both 

same dual-atom transition metal (Fe-Fe and Co-Co) and different dual-atom transition metal (Co-Fe) 

exhibit similar adsorption energy, suggesting that using different transition metals, when both metal 

groups are next to each other, does not significantly affect adsorption with NaPSs.  

The catalytic activity of SRR can be investigated via construction of Gibbs free energy profile. We 

find that Co-Fe doping reduces the energy of the potential limiting step in the Na2S4 to Na2S2 conversion 

more effectively than the same dual-atom combinations (Fe-Fe and Co-Co) and single-atom doping. 

This suggests that different dual atom doping on C2N effectively accelerates the SRR process. 

Overall, dual-atom doping, especially Co-Fe doped C2N, shows better performance. The insights 

obtained from this work could guide and suggest directions for future research, leading to the discovery 

of high-performance cathode materials of Na-S batteries. 
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Significance 

This research addresses a significant challenge and improvement in the field of sodium-sulfur 

(Na-S) batteries by exploring transition metal doping on C2N monolayers through single-atom and 

dual-atom transition metals. 

 
 

Figure 1.  (a) The most stable adsorption configurations of S8 and NaPSs on CoFe-C2N. (b) Adsorption 

energy of S8 and NaPSs when adsorbed on bare C2N, Na trapping (Na doped on C2N), single-atom 

doping, and dual-atom doping. 
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1. Introduction 

Sodium-ion batteries (SIBs) are an attractive alternative to lithium-ion batteries (LIBs) due to 

abundance and cost-effectiveness of sodium (Na). With Na being the sixth most common element in the 

Earth's crust, SIBs offer a more practical and economical solution for large-scale energy storage 

(Slater et al., 2013). SIBs operate by moving sodium ions (Na⁺) between the anode and cathode during 

charging and discharging cycles. However, the larger ionic radius of sodium compared to lithium 

leads to unique electrochemical properties, which present specific challenges, especially in the design 

and performance of electrolytes used in SIBs (Xu, 2004; Kim et al., 2012). Common electrolytes in 

SIBs include sodium salts such as sodium hexafluorophosphate (NaPF₆) and sodium 

bis(trifluoromethylsulfonyl)imide (NaTFSI). However, the use of fluorinated salts raises significant 

environmental and safety concerns due to the production of toxic and corrosive byproducts and 

their potential transformation into Per- and polyfluoroalkyl substances (PFAS) (Rensmo et al., 2023). 

PFAS are notorious for their persistence in the environment, bioaccumulation, and toxicity (Guelfo 

et al., 2023). While substances like bis(perfluoroalkyl)sulfonimide (bis-FASI) enhance 

electrochemical stability, their environmental impact drives the search for safer alternatives. In response, 

scientists are investigating fluorine-free salts such as sodium bis(oxalato)borate (NaBOB) and sodium 

bis(salicylato)borate (NaBSB) (Hernández et al., 2022). Additionally, sodium perchlorate (NaClO₄) 

with its notable solubility and ionic conductivity, is considered as a promising electrolyte option 

(Ponrouch et al., 2012). 

The choice of solvent is also critical in determining the properties of the electrolyte, including ionic 

conductivity, viscosity, and stability. Ether-based solvents known as glymes are promising candidates 

for SIBs electrolytes because they offer high dielectric constants, low viscosity, and favorable chemical 

stability. These attributes improve the dissolution and mobility of Na⁺, which is crucial for optimal SIB 

performance. Glymes have been identified as suitable solvents for Li-S and Li-O2 batteries due to their 

appropriate volatility, which is beneficial for open cell designs, and their high chemical stability 

within the cell environment. Salts such as LiTFSI (lithium bis(trifluoromethanesulfonyl)imide), 

LiTf (lithium triflate), LiFSI (lithium bis(fluorosulfonyl)imide), and LiBETI (lithium 

bis(pentafluoroethylsulfonyl)imide) when used in glyme-based electrolytes, enhance battery 

performance by providing high ionic conductivity and stability. These properties make them ideal for 

both insertion and conversion chemistries, making these salts standout choices for Li-S and Li-O2 

applications. (Di Lecce et al., 2022). Additionally, glymes exhibit lower flammability and a reduced 

risk of thermal runaway compared to traditional carbonate-based solvents, enhancing safety for large-

scale energy storage systems (Li et al., 2022).  

Recent research on Na-O₂ battery systems highlights the impact of solvent selection on battery 

performance. Lutz et al. (Lutz et al., 2016) found that glyme ethers with different chain lengths 

significantly affect battery performance. Short-chain ethers facilitate solvent removal and 

precipitation, leading to the formation of large cubic crystals that store substantial amounts of 

material. In contrast, long-chain ethers result in smaller submicrometric crystallites, reducing system 

performance. The solvation structure of Na⁺ in various solvents is critical for Na-O₂ battery functionality. 

Studies by Hartmann et al. and McCloskey et al. (Hartmann et al., 2013; McCloskey et al., 2014). have 

shown that Na⁺ ions influence the formation and growth of discharge products, affecting the overall 

capacity and efficiency of Na-O₂ batteries. 

mailto:%2Amanaswee.s@chula.ac.th
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Molecular dynamics (MD) simulations are a valuable tool for investigating the solvation and 

transport properties of electrolytes at the atomic level. These simulations allow researchers to examine 

how ions interact with solvent molecules, offering detailed insights into the structural and dynamic 

characteristics of electrolyte systems. By using MD simulations, researchers can analyze various 

solvation environments and ion movements, which are often difficult to observe experimentally (Park 

et al., 2018; Ravikumar et al., 2018; Núñez-Rojas et al., 2023; Gupta et al., 2024; Cheng et al., 2024). 

In this study, we employ MD simulations to investigate the solvation and transport behaviors of 

NaClO₄ in different glyme solvents, including monoglyme (G1), diglyme (G2), triglyme (G3), and 

tetraglyme (G4). Our objective is to compare the solvation structure, coordination number, and diffusion 

coefficients of Na⁺ ions in these glymes to determine the most effective solvent for SIB applications. 

 

2. Methodology 

2.1 Computational methods 

Classical molecular dynamics (MD) simulations were conducted using GROMACS 2023.2 

(Abraham et al., 2023; Van Der Spoel et al., 2005) to investigate the solvation and dynamics of NaClO₄ 

in glyme solvents: monoglyme (G1), diglyme (G2), triglyme (G3), and tetraglyme (G4). The OPLS-AA 

force field (Doherty et al., 2017) was applied to model the interactions between Na⁺ ions and glyme 

molecules. Figure 1 illustrates the chemical structures of the ions and glyme molecules. Each simulation 

system contained 130 NaClO₄ molecules and glyme solvents: 1249 G1, 914 G2, 710 G3, and 577 G4 

molecules, corresponding to 1 M NaClO₄. Periodic boundary conditions were applied in all three 

dimensions. A cutoff distance of 1.2 nm was used for Lennard- Jones interactions. Long-range 

electrostatic interactions were managed using the Particle-Mesh Ewald (PME) method. To relax the 

initial configurations, energy minimization was carried out with the steepest descent algorithm. 

Following minimization, the systems were equilibrated in two stages. The first stage, NVT 

equilibration, was conducted at 300 K for 1 ns using the velocity- rescale thermostat with a 0.1 ps 

coupling time. The second stage, NPT equilibration, was performed at 1 bar for 1 ns using the stochastic 

cell rescaling (C-rescale) barostat with a 2.0 ps relaxation time. After equilibration, production MD 

simulations were executed for 10 ns with a 2 fs time step. The duration of these simulations was 

sufficient to accurately capture the dynamics and solvation characteristics of the equilibrated systems. 

 

Figure 1. Illustrations of ions and glyme solvents: (a) Na⁺, (b) ClO₄⁻, (c) monoglyme (G1), (d) diglyme 

(G2), (e) triglyme (G3), and (f) tetraglyme (G4). 

 

2.2 Analysis 

The radial distribution function (RDF) denotes probability distribution of particle at a distance of 𝑟 

from reference and characterizes the solvation structure (Ravikumar et al., 2018) as follows: 

 

𝑔𝑥,𝑦(𝑟) =
𝑛(𝑟)

4𝜋𝑟2𝑑𝑟𝜌
     (1) 

 

where 𝑛(𝑟) is the number of 𝑦 atoms at a radial distance 𝑟 from a reference particle, 4𝜋𝑟2𝑑𝑟 is the volume 

of a shell of thickness 𝑑𝑟 at 𝑟, and 𝜌 is the bulk number density of 𝑦 atoms. 

By integrating the related radial distribution function up to 𝑅, the coordination number illustrates the 

number density of atoms around the reference atom at the distance 𝑅, as shown in the following equation: 
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𝑁(𝑟) = ∫ 𝑔𝑥,𝑦(𝑟)𝑔𝑟
𝑅

0
     (2) 

 

where 𝑁(𝑟) is the number integral at distance 𝑅 and 𝑔(𝑟) is the radial distribution function. 

 

The transport of ions were measured by the diffusion coefficient (D), which was computed from a 

least-squares fitting for a straight line in mean squared displacement (MSD) in the diffusive regime (Han 

et al., 2016) as shown in the following equation: 

 

D = lim
∆t→∞

〈MSDi(t)〉

6t
    (3)  

 

where MSDi(t) is the mean-square displacement of the center-of-mass of a component i after time t, < > 

denotes an ensemble average. 

 

The Nernst-Einstein equation can be used to calculate the ionic conductivity (𝜎) for the system as the 

following equation: 

 

𝜎 =
𝑁𝑝𝑎𝑖𝑟𝑒

2

𝑉𝑘𝐵𝑇
(𝑞+

2𝐷+ + 𝑞−
2𝐷−)    (4) 

 

where Npair is the number of ion pairs, 𝑒 is electric charge, 𝑞+ and 𝑞− are the total charges on cation and 

anion respectively, 𝐷+ and 𝐷− are the diffusion coefficient of cation and anion, respectively, 𝑉 is the 

simulation box volume, 𝑇 is the temperature, and 𝑘𝐵 is the Boltzmann constant. 

 

3. Results and Discussion 

3.1 Structural properties 

3.1.1 Solvation structure of Na+ 

Figure 2 shows the Na⁺ solvation structures obtained from 1 M NaClO4 in G1, G2, G3, and G4 glyme 

solvents. NaClO₄/G1: The Na⁺ (blue sphere) is closely associated with ClO₄⁻, forming a contact ion 

pair (CIP) as shown in Figure 2a. The G1 glyme molecules are positioned around the Na⁺, but the 

primary interaction is between Na⁺ and ClO₄⁻. This finding is in good agreement with nuclear magnetic 

resonance (NMR) and Raman spectroscopy (Lutz et al., 2016). The NMR shifts indicated that Na⁺ ions 

are significantly coordinated by the ether oxygen atoms of G1. The study found that in NaClO₄/G1, Na⁺ 

tend to form stable complexes with the solvent molecules, which is indicative of strong ion-solvent 

interactions. Moreover, the Raman spectra showed distinct vibrational modes corresponding to the 

Na⁺-G1 interactions. There was a significant red shift in the C–O–C stretching vibrations and a blue shift 

in the C–C–O bending/twisting modes upon coordination with Na⁺. These shifts are indicative of the 

strong interaction between the Na⁺ and the ether oxygen atoms of G1, further confirming the formation 

of CIP (Ortiz Vitoriano et al., 2020). 

 

Figure 2. Equilibrium simulation snapshots of the Na⁺ solvation structure in (a) NaClO₄/G1, (b) 

NaClO₄/G2, (c) NaClO₄/G3, and (d) NaClO₄/G4. 
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NaClO₄/G2: In this system (Figure 2b), the Na⁺ interacts with ClO₄⁻, but the interaction is weaker 

compared to G1. The G2 molecules are more prominently involved in the solvation of Na⁺, indicating 

the presence of both CIP and solvent-separated ion pairs (SSIPs). NaClO₄/G3: As seen in Figure 2c, the 

Na⁺ is mostly surrounded by G3 molecules, with ClO₄⁻ positioned further away, indicating a clear SSIP 

structure. NaClO₄/G4: In this panel (Figure 2d), the Na⁺ ion is well- separated from ClO₄⁻ and is 

surrounded by G4 molecules, forming stable SSIP. The solvation shell of G4 molecules around Na⁺ is 

more extensive compared to G1, G2, and G3. 

3.1.2 Radial distribution function (RDF) and coordination number (CN) 

 

Figure 3. RDF (solid lines) and CN (dashed lines) for Na+−O(glymes). 

The RDF plot for Na⁺ and (O)glymes (Figure 3) displays significant peaks around 2 Å for all glyme 

solvents (G1, G2, G3, and G4). This peak represents the first solvation shell of Na⁺ ions, indicating the 

most frequent interaction distance between Na⁺ and the oxygen atoms of the glymes. Among these, 

NaClO₄/G1 (black line) has the lowest peak intensity which mean the weakest interaction between Na⁺ 

ions and G1. This trend suggests that G1 has fewer ether oxygen atoms available to solvate Na⁺, 

resulting in direct Na⁺-ClO₄⁻ interactions. In contrast, longer glymes (G2, G3, G4), which have more 

ether oxygen atoms, can coordinate more effectively with Na⁺, thereby reducing direct Na⁺-ClO₄⁻ 

interactions. The peak intensity increases slightly for NaClO₄/G2 (red line), NaClO₄/G3 (blue line), and 

NaClO₄/G4 (green line), indicating gradually stronger interactions as the glyme chain length increases. 

Moreover, coordination number (CN), derived from integrating the RDF peaks, show that the CN for 

Na⁺ in G1 is around 2. The oxygen atoms from G1 glyme molecules are likely to coordinate with the 

Na⁺, on average in a ratio of 2:1. For longer glymes (G2, G3, and G4), the CN increases to approximately 

4, suggesting more extensive solvation shell. Thus, longer glymes provide more coordination 

environment for Na⁺ ions, enhancing solvation stability. 

The interaction between Na⁺ and ClO₄⁻ was considered from the RDF plot for Na⁺ and (O)ClO₄⁻. 

Figure 4a shows significant peak around 2 Å for NaClO₄/G1 (black line), indicating strong direct 

interaction between Na⁺ and the oxygen atoms of the ClO₄⁻. This peak is much higher for the system of 

G1 glyme solvent compared to the other glymes (G2, G3, and G4) which mean the interaction between 

Na⁺ and ClO₄⁻ is strongest in G1. Additionally, the RDF plot for Na⁺ and (Cl)ClO₄⁻ (Figure 4b) shows 

significant peak around 3 Å for NaClO₄/G1 (black line), indicating strong direct interaction between 

Na⁺ and the ClO₄⁻. This peak is more pronounced in G1 compared to the other glymes (G2, G3, and G4), 

suggesting that the interaction between Na⁺ and ClO₄⁻ is strongest in G1. In longer-chain glyme 

molecules, the RDF peaks are less intense and display additional peaks at larger distances, indicating 

the formation of SSIPs. For the CN of Na⁺ and (Cl)ClO₄⁻ in G1 is approximately 3. This higher CN in 

G1 confirms the formation of contact ion pairs (CIPs). In contrast, for G2, G3, and G4 glymes, CN 

values decrease, suggesting weaker interactions between Na⁺ and ClO₄⁻ and a tendency towards 

the formation of SSIPs. 
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Figure 4. RDF (solid lines) and CN (dashed lines) for (a) Na+−O(ClO4
-) and (b) Na+−Cl (ClO4⁻). 

 

Table 1. Lennard-Jones and Coulombic interaction energies (kJ/mol) for Na+-Glymes and Na+- ClO4
-

, obtained from simulations of 1 M NaClO₄ in G1, G2, G3, and G4 glyme solvents. 

System 
LJ 

Na+-Glymes 

LJ 

Na+-ClO4
- 

Coul  

Na+-Glymes 

Coul 

Na+-ClO4
- 

NaClO4/G1 1,226.8 3,567.0 -13,782.6 -52,843.3 

NaClO4/G2 2,867.9 2,091.4 -30,375.2 -26,166.1 

NaClO4/G3 2,886.6 1,712.5 -32,924.7 -24,266.1 

NaClO4/G4 2,489.2 1,924.9 -30,948.6 -26,482.9 

 

The RDF and CN analyses provide detailed picture of the solvation structure, while the interaction 

energy calculations quantify the stability and strength of these interactions. The Lennard-Jones (LJ) and 

coulombic interaction energies for Na⁺-Glyme and Na⁺-ClO₄⁻, as well as coulombic interactions, are 

summarized in Table 1. The LJ interaction energy for Na⁺-Glyme is lowest for NaClO₄/G1, indicating 

weaker van der Waals interactions. This aligns with the RDF data showing weaker Na⁺-Glyme 

interactions in G1. The coulombic interaction energy between Na⁺ and ClO₄⁻ is most negative for 

NaClO₄/G1, indicating the strongest electrostatic interactions, which supports the observation of CIPs 

in G1. As the glyme chain length increases (G2, G3, G4), the coulombic interaction energy becomes 

less negative, indicating weaker Na⁺-ClO₄⁻ interactions and a shift towards SSIP formation. Comparing 

these trends to the data from Lutz et al. (Lutz et al., 2016), it is observed that the formation of CIPs in 

short-chain glymes like G1 is characterized by strong Na⁺-ClO₄⁻ interactions and lower coordination 

numbers. In contrast, longer glymes show weaker Na⁺-ClO₄⁻ interactions, higher coordination numbers, 

and a tendency towards SSIPs formation. This consistent trend across both studies validates the observed 

solvation structures and interaction energies. 

 

 

 

 

 

 



 

131 

3.2 Dynamical properties 

3.2.1 Mean squared displacement (MSD) and diffusion coefficient (D) 

 

 

Figure 5. (a) MSD of Na⁺, ClO₄⁻, and G1 obtained from 1 M NaClO₄/G1 electrolyte (b) MSD of 

various glyme solvents. 

 

The plot of MSD versus time for NaClO₄/G1 from Figure 5a shows the movement of cation, anion 

and solvent. G1 exhibits the highest mobility, followed by ClO₄⁻ and Na⁺. The slopes of ClO₄⁻ and Na⁺ 

are not significant different, which mean there are nearly similar mobility. The slope of the MSD for G1 

is significantly higher, indicating that the solvent molecules are more mobile than the ions. This higher 

mobility is also reflected in the diffusion coefficients, where G1 has the highest diffusion coefficient 

compared to the other systems. The parallel and low slopes of Na⁺ and ClO₄⁻ suggest restricted mobility, 

which can be attributed to the strong interactions between Na⁺ and ClO₄⁻, leading to the formation of 

contact ion pairs (CIPs). The high diffusion coefficient of the solvent G1, along with the lower diffusion 

coefficients for Na⁺ and ClO₄⁻, confirm this restricted mobility and strong ion pairing. 

When comparing the different glyme solvents, the MSD plots show that mobility decreases with 

increasing chain length of the glymes. For NaClO₄/G2, the slopes of the MSD plots are lower than for 

G1, indicating reduced mobility, which is also reflected in the diffusion coefficients. Specifically, 

the mobility trend follows the order: G1 >> G2 > G3 ~ G4 (Figure 5b). This indicates that the shorter 

glyme (G1) provides the highest mobility, whereas the longer glymes (G3 and G4) result in significantly 

lower mobility. The diffusion coefficients align with this trend, showing the highest values for G1 and 

the lowest for G4. The low and parallel MSD slopes for G4 indicate restricted mobility, which can be 

associated with hydrodynamic interactions. The increased chain length in G4 leads to higher viscosity, 

reducing the overall mobility of the system. 

The diffusion coefficients vary significantly across the different components and glyme solvents. 

For Na⁺, the values decrease as the glyme chain length increases: 7.23×10⁻⁷ cm²/s in NaClO₄/G1, 

1.81×10⁻⁷ cm²/s in NaClO₄/G2, 0.58×10⁻⁷ cm²/s in NaClO₄/G3, and 0.21×10⁻⁷ cm²/s in NaClO₄/G4. 

Similarly, the diffusion coefficients for ClO₄⁻ ions also show a downward trend with increasing glyme 

chain length: 7.57×10⁻⁷ cm²/s in NaClO₄/G1, 1.82×10⁻⁷ cm²/s in NaClO₄/G2, 0.69×10⁻⁷ cm²/s in 

NaClO₄/G3, and 0.28×10⁻⁷ cm²/s in NaClO₄/G4. The solvents themselves follow the same pattern, with 

diffusion coefficients of 95.49×10⁻⁷ cm²/s in NaClO₄/G1, 11.26×10⁻⁷ cm²/s in NaClO₄/G2, 2.67×10⁻⁷ 

cm²/s in NaClO₄/G3, and 1.23×10⁻⁷ cm²/s in NaClO₄/G4. 

These values indicate that the diffusion coefficient for solvent is always higher than that for ClO₄⁻, 

which in turn is higher than that for Na⁺ (Dsolvents > DClO₄⁻ > DNa⁺). The diffusion coefficients show clear 

trend: NaClO₄/G1 > NaClO₄/G2 > NaClO₄/G3 > NaClO₄/G4 (Figure 5a). This pattern suggests that as 

the glyme chain length increases, the mobility of both ions and solvents decreases. In contrast, 

NaClO₄/G3 and NaClO₄/G4 exhibits low and parallel MSD slopes, indicative of restricted mobility due 

to stronger hydrodynamic interactions which are the effects of ions move through the electrolytes and 

create a flow that affect to the other nearby particles. These interactions result in coupled motion of ions 

and solvent molecules, which is reflected in the lower diffusion coefficients for NaClO₄/G3 and 
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NaClO₄/G4 (Figure 5b). The higher interaction energies in NaClO₄/G3 and NaClO₄/G4 further support 

the presence of significant hydrodynamic effects, which impede the movement of ions and solvent 

molecules, leading to reduced diffusivity. 

 
Figure 6. Diffusion coefficients (D) for (a) Na⁺, ClO₄⁻, and glymes, and (b) inset plot of NaClO₄/G3 
and NaClO₄/G4 electrolytes. 
 

1.1.1 Ionic conductivity (σ) 

Figure 7 shows ionic conductivity of electrolytes. NaClO₄/G1: The NaClO₄/G1 system exhibits the 

highest ionic conductivity at 21.66 mS/cm. This high conductivity can be attributed to the low viscosity 

(0.42 mPa·s) (Tang & Zhao, 2014) and smaller molecular size of the G1 solvent, which allows for higher 

ion mobility. The high diffusion coefficients of both Na⁺ and ClO₄⁻ in this system contribute significantly 

to the overall ionic conductivity. NaClO₄/G2: The ionic conductivity for NaClO₄/G2 is 7.17 mS/cm, 

which is lower than that for G1. This decrease in conductivity is due to the increased viscosity (0.98 

mPa·s) (Kodama et al., 2011; Tang & Zhao, 2014) and larger molecular size of the G2 solvent, which 

restricts ion mobility. NaClO₄/G3: The ionic conductivity further decreases to 2.07 mS/cm for 

NaClO₄/G3. The longer chain length and higher viscosity (1.96 mPa·s) (Kodama et al., 2011; Tang & 

Zhao, 2014) of the G3 solvent result in even lower ion mobility compared to G2. NaClO₄/G4: The lowest 

ionic conductivity is observed for NaClO₄/G4 at 0.81 mS/cm. The G4 solvent, with the longest chain 

length and highest viscosity (3.40 mPa·s) (Kodama et al., 2011; Tang & Zhao, 2014), provides the most 

significant restriction to ion mobility. 

 
Figure 7. Ionic conductivity (σ) of electrolytes obtained from 1 M NaClO₄ in G1, G2, G3, and G4 

glyme solvents. The standard deviation error bars for G3 and G4 are too small to be clearly visible. 
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4. Conclusion 

The study used MD simulations to explore the solvation structure, dynamics, and ionic conductivity 

of sodium perchlorate (NaClO₄) in various glyme solvents: monoglyme (G1), diglyme (G2), triglyme 

(G3), and tetraglyme (G4), aiming to optimize SIB. It found that 1 M NaClO₄ in G1 formed strong 

contact ion pairs (CIPs) between Na⁺ and ClO₄⁻, resulting in high ionic mobility and the highest 

conductivity among the solvents tested (21.66 mS/cm). G1 has fewer ether oxygen atoms available to 

solvate Na+, resulting in direct Na+- ClO₄⁻ interactions. In contrast, longer glymes (G2, G3, G4) which 

have more ether oxygen atoms that can coordinate with Na+. Thus, longer glymes favored to form in 

solvent-separated ion pairs (SSIPs), leading to reduced ion mobility and lower conductivity due to 

stronger hydrodynamic interactions. The study concludes that G1 solvent is ideal for high-power 

applications requiring rapid ion transport, while G2 solvent offers a balance of mobility and stability, 

making it suitable for long-life cycle batteries. 
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Introduction 

Watermeal, also known as Khai Nam or Phum (Wolffia globosa), is classified as the smallest 

flowering plant. It has a diameter of approximately 0.5-1.5 mm [1]. This floating, aquatic plant is easy 

to propagate and is commonly found in natural reservoirs. Its nutritional composition mainly includes 

protein, fiber, and phytopigments, with protein content as high as that of beans. Watermeal also contains 

essential amino acids. In Thailand, this small  aquatic plant has gained attention as it can be used in 

dietary supplements and dishes. 

The cultivation of watermeal, presents unique challenges due to its size and sensitivity to 

environmental conditions like pH and temperature. Traditional methods of measuring growth by direct 

counting, are inaccurate. The utilization of image analysis software, such as ImageJ, equipped with 

custom macros and commands written in JavaScript or Python, is more precise to quantify the 

watermeal population. By leveraging the capabilities of ImageJ, researchers can automate the process, 

thus enhancing efficiency  and reducing the likelihood of human error. Here we integrate image 

processing techniques and deep learning models like MobileNet-v2 to further refines the detection and 

counting. This approach not only streamlines the process for watermeal detection, but can also apply 

for other plant farming systems, potentially revolutionizing farming systems. 

 

Methodology 

Convolutional Neural Network (CNN) is a type of neural network used in computer vision and 

image analysis. CNN models come in various architectures, each influencing their properties and 

performance. Some examples of pre-trained CNN models include LeNet-5, AlexNet, VGGNet, 

GoogLeNet, and MobileNet. For this study, we utilize MobileNet-v2, an enhanced version of the 

MobileNet-v1 CNN model known for its high performance in image processing. 

MobileNet-v2 [2] has 53 convolutional layers designed to be less computationally and memory 

intensive than previous versions. It achieves this by utilizing techniques such as depthwise separable 

convolutions, inverted residual blocks, and linear bottlenecks to enhance feature generation efficiency. 

This structure is suitable for image processing on devices with limited computing resources, offering 

fast processing and efficient image recognition and analysis. The MobileNet-v2 architecture comprises 

two main components: the inverted residual block and the bottleneck residual block. Within these 

blocks, there are essential layers, including 1x1 convolution with Relu6, depthwise convolution, and 

1x1 convolution without any linearity. 

Results and Discussion 

We performed three separate techniques for watermeal number using ImageJ, Open Computer 

Vision 2 (OpenCV2) [3] and MobileNet-v2, as shown in Figures 1 and 2, respectively. 

 
Figure 1: (a) Sample image of watermeal used in image analysis with ImageJ (magnification 10x), and 

(b) OpenCV2 plots the image with grayscale, gamma correction, histogram, and thresholding tables. 
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Green objects are converted to black and white (thresholding) to distinguish the objects from the 

background. 

 
Figure 2: (a) The CNN model development was based on a dataset of watermeal images labeled by the 

annotation tool (https://annotation.peer-ai.com). (b) Object detection results from MobileNet-v2. 

 

Table 1: Enumeration of the watermeal numbers using techniques: ImageJ, OpenCV (CV2, and 

MobileNet-v2. Watermeal sample images with counting numbers from different techniques, and the 

corresponding errors compared with human eye observation. Noting that, the average percentage error 

of each method = % total error of each method/number of images used in testing. 

 

Table 1: Enumeration of the watermeal numbers using techniques: ImageJ, OpenCV (CV2), and 

MobileNet-v2. 

Images Watermeal number, average percentage error 

ImageJ OpenCV2 MobileNet-

v2 

11 

 

 
 

 

9,18% 

 

 
 

6,45% 

 

 
 

9,18% 

 

 
 

 

10 

 

 
 

 

8,20% 

 

 
 

1,90% 

 

 
 

11,10% 

 

 
 

 

Significance 

Table 2 presents the counting results and the average percentage errors of the three methods on 

some test images. The order of lowest average errors is as follows: ImageJ (19.5%), MobileNet-v2 

(23.3%), and OpenCV2 (86.6%). To enhance the accuracy of detection and counting using MobileNet-

v2, additional images are needed. Notably, the error percentage of OpenCV2 is higher than that of the 

other two methods. Both ImageJ and MobileNet-v2 exhibit similar error percentages (19.5% and 23.3%, 

respectively). Consequently, these two techniques are well-suited for detecting and counting the number 

of watermeal.  ImageJ  has the advantage of offering a variety of tools, including the ability to calculate 

the area and size of an object. On the other hand, MobileNet-v2 provides object detection and counting 

capabilities, which can be further developed for automatic enumeration and tracking of the plant’s 

growth rate. Moreover, MobileNet-v2 is suitable for deployment on resource-constrained devices such 

as smartphones and cameras. 
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Table 2: Average percentage errors of all 3 methods (ImageJ, OpenCV2, and MobileNet-v2). 

Methods Average percentage error 

ImageJ 19.5% 

OpenCV2 86.6% 

CNN (MobileNet-v2) 23.3 % 
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Introduction 

In response to the global impact of the COVID-19 pandemic, many research groups address 

the urgent need to develop effective interventions against the virus by focusing on the SARS-CoV-2 

main protease (Mpro). The Mpro enzyme plays a crucial role in the viral replication process, making it 

an attractive target for drug design. In this work, we focus on small-molecule thioesters that were 

evaluated against SARS-CoV-2 Mpro. To guide in designing potent inhibitors, Quantitative Structure-

Activity Relationship (QSAR) was applied to establish a correlation between the structural attributes 

of small-molecule thioesters and their inhibitory potential against the M pro. The genetic function 

approximation with multiple linear regression (GFA-MLR), random forest (RF), artificial neural 

network (ANN), and gradient boosting regression (GBR) models were employed to gain insights into 

the inhibitory behavior of these compounds.  

 

Methodology 

All 33 novel thioesters and their biological activities in Fig. 1 were taken from Pillaiyar et al. 

[1]. The biological activities in terms of IC50 values (M). The IC50 values were converted to pIC50, 

defined as dependent variables (y). The studied small-molecule thioesters were divided into 80% 

training set and 20% test set according to the Kennard-Stone algorithm, which was achieved by the 

Python package Kennard-Stone 1.1.2. The independent structural molecular descriptors for the QSAR 

model were computed using Material Studio software [2]. GFA generates a population of statistical 

models, focusing on the best one to estimate the relationship between molecular activity and chemical 

identity. It employs spline-based output equations, increasing model complexity. RF is a popular 

ensemble method for classification and regression tasks. It creates multiple decision trees to reduce 

overfitting risk and improve accuracy. ANN is a powerful nonlinear method for model development, 

and it has a role in feature selection. ANN was used to generate a model of the inhibitory activity data 

using the function approximation method. GBR was to produce a predictive model from an ensemble 

of weak predictive models. GBR can be used for regression and classification problems. The fitness of 

these models was measured by R-squared (R2), which reflects the fraction of the total variance of the y 

variable, and the R2 value close to 1, the better the model. 

 

Results and Discussion 

 The QSAR concept with GFA-MLR, RF, ANN, and GBR models was used to quantitatively 

relate the antiviral activity of the small-molecule thioesters to their molecular descriptors. The GBR 

approach exhibited robust statistical performance, with R2
training set, RMSEtrain, and RMSEtest were 0.987, 

0.066, and 0.332, respectively. It is interesting to find that the antiviral activity of these compounds 

appears to be mainly governed by five features of importance, i.e. E-state keys (sums): S_aasC, E-state 

keys (sums): S_aaCH, Shadow area fraction: ZX plane, Shadow area: ZX plane, and Shadow area: YZ 

plane. The possible mechanism of action of these compounds was analyzed and discussed; in particular, 

important structural requirements for the thioester with an unsubstituted pyrimidine is the best-leaving 

group for covalent Mpro inhibition.  
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Figure 1.  Small-molecule thioesters with their inhibitory activities. Data are expressed in term of the 

(a) IC50 (M) and (b) pIC50. 

 

Objective: We aimed to determine the relationship between the structural properties of small-molecule 

thioesters and their biological activities using QSAR-ML models.    

 

Significance 

Based on the best proposed QSAR model, some new compounds with higher SARS-CoV-2 Mpro 

inhibitor activity have been theoretically designed. Such results can offer valuable references for future 

experimental work. 
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Introduction 

The effective cancer treatments face significant challenges, primarily the severe side effects of 

chemotherapy and the emergence of drug resistance in targeted therapies. Combination therapies, which 

use multiple drugs simultaneously, tackle these issues by targeting the molecular diversity and 

complexity inherent in cancer, thereby enhancing treatment efficacy, reducing resistance, and 

minimizing toxicity. Recent advances in deep learning have significantly accelerated the identification 

of potent drug combinations, traditionally hindered by laborious and expensive laboratory procedures. 

Despite the focus of existing models on drug molecular structures and cancer cell gene expression, the 

crucial role of protein interactions in biological processes and phenotype determination necessitates the 

integration of protein expression data. Therefore, we have developed SynProtX, a deep learning model 

that employs graph neural networks for the molecular structure of drugs and deep neural networks for 

gene and protein expressions to predict the effects of drug combinations across cancer tissue datasets. 

 

Methodology 

SynProtX employs a comprehensive data integration strategy, leveraging gene expression data with 

714 genes from the CCLE database and protein expression data that includes 6,688 proteins from 

ProCan-DepMap-Sanger. The model also utilizes drug combination data from the DrugComb database, 

with a specific focus on the FRIEDMAN and ALMANAC studies, to develop models. Our 

computational approach is underpinned by several network architectures, including graph convolutional 

networks (GCN), graph attention networks (GAT), Attentive FP, and integration of graph attention 

networks with molecular fingerprints (GATFP). These models enable a detailed analysis of the 

molecular structure of drugs and their complex interactions with gene and protein expressions. To 

benchmark SynProtX against state-of-the-art and baseline models, we compared it with DeepSynergy 

[1], DeepDDS [2], AttenSyn [3], and XGBoost. Model performance was evaluated using a suite of 

metrics appropriate for classification tasks—AUROC, AUCPR, F1 Score, Kappa, Accuracy, and 

Balanced Accuracy—and for regression tasks—Root Mean Square Error (RMSE), Mean Absolute Error 

(MAE), and Pearson Correlation Coefficient (PCC). We conducted these evaluations through 15 

independent tests using triplicated 5-fold cross-validation and implemented Bayesian optimization to 

fine-tune the model’s hyperparameters, ensuring model reliability and robustness. 
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Figure 1. Model architecture of SynProtX-GATFP, leveraging graph attention networks (GAT) and 

molecular fingerprints for the molecular structure of drugs and deep neural networks for gene and protein 

expressions to predict drug synergy effect. 

 

Results and Discussion 

Our findings demonstrates that SynProtX-GATFP, utilizing both molecular graphs and fingerprints 

through a graph attention network coupled with deep neural networks, provides robust predictive 

performance in the FRIEDMAN study. Our model surpasses existing state-of-the-art and baseline models 

in handling diverse cancer tissue datasets derived from the ALMANAC study, including lung, breast, 

ovarian, and skin tissues, with accuracy improvements reaching up to 2.5%. Crucially, incorporating 

protein expression data enhances the prediction accuracy by an additional 0.1% to 4.4% over models 

relying solely on gene expression. Our model achieves generalizability evidenced by the leave-drug- 

combination-out validation method, which boosts prediction accuracy across all examined tissues by 

2.5% to 3.6%. Moreover, SynProtX reveals key cancer-associated proteins, providing insights into the 

molecular mechanisms involved and suggesting molecular substructures that are pivotal for the design 

of effective real-world cancer drug combinations. 

 

Significance 

Our strategy facilitates the identification of cancer drug combinations and enhances our 

understanding of the relationships between drugs and cancer cells, contributing to the exploration of the 

biological mechanisms underlying synergistic effects. 
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1. Introduction 

 Dementia is a syndrome characterized by progressive decline in cognitive function. As a result, 

patients lose the ability to perform basic activities in daily life. Alzheimer’s disease (AD) is the most 

common cause of dementia, which contributes up to 80% of all dementia diagnoses [1]. There are 50 

million AD patients worldwide and this number will increase to 152 million in 2050 [2]. National 

Institute on Aging-Alzheimer’s Association (NIA-AA) classified AD continuum into 5 stages including 

preclinical AD, AD with mild cognitive impairment (MCI), AD with mild dementia, AD with moderate 

dementia, and AD with severe dementia [3]. Currently, drugs for AD patients are effective only in 

treating the symptoms of AD. Thus, there is still no drug for curing and preventing AD [2]. Early 

diagnosis is important to delay the progression of AD, which can be beneficial to patients, their carers 

and healthcare systems [4]. 

 AD is characterized by the accumulation of amyloid-beta peptide (Aβ) and Tau protein. The 

Aβ is generated by cleavage of the transmembrane APP. When monomers of Aβ become oligomer, it 

will lead to plaques formation. The accumulation of Aβ in the intraneuronal leads to neurotoxic 

processes. Aβ also plays a role in inducing Tau hyperphosphorylation, which lead to the formation of 

protein tangles. The accumulation of hyperphosphorylated Tau in neurons lead to protein misfold and 

aggregation in intracellular neurofibrillary tangles (NFT), which reducing their affinity for 

microtubules. This results in a disturbance in the structural and regulatory functions of the cytoskeleton 

in neuronal cells. In addition, other pathological paths play  important roles in AD development as well. 

For instance, neuroinflammation, oxidative stress and autophagy dysregulation [5]. However, the 

molecular mechanism that contributes to AD is still unclear. Understanding the molecular mechanisms 

in AD can help us to develop early diagnosis and therapeutic drug, which can delay progression of AD.  

High-throughput sequencing technology and bioinformatic tools offer invaluable assistance in the 

study complex diseased. Transcriptome analysis has been used for studying gene-expression alterations, 

non-coding RNAs, copy number variants (CNVs), or alternative splicing [6]. The analysis can provide 

insights into biological pathways and molecular mechanisms of AD. Workflow for transcriptome 

analysis consist of five steps including preprocessing, read alignment, transcriptome reconstruction, 

expression quantification and differential expression analysis [7]. Differential expression analysis aims 

to identify differentially expressed genes (DEGs). Many studies used differential expression analysis to 

quantify gene expression between biological samples in difference conditions. By using this analysis, 

the relative expression level of genes can be obtained. Subsequently, the gene expression will be used 

for statistical tests [8] to find the important genes that may play an important role in AD. 

 In Thailand, the number of elderly populations is increasing. It was estimated that there will be 

more than a million people with dementia in 2030 and 2 million in 2050 [9], consistent with the global 

trend [2]. However, there is still lack of knowledge of AD-specific genes for Thai patients. This 
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information can be used for studying biological mechanisms underlying AD. In this study, 

transcriptome analysis was conducted to pinpoint the genes that specifically contribute to AD. 

Expressed transcripts in MCI patients and healthy controls were identified and quantified. Consequently 

differential expressed transcripts between MCI patients and healthy controls can be obtained. The 

results of this study help us understand the function of significant differentially expressed transcripts, 

which will help to gain insight into pathogenesis mechanism of AD. In addition, we can reveal genes 

that may play an important role in AD that are specific to Thai MCI patients. 

 

2. Methodology 

 

2.1 Transcriptome data  

Whole transcriptome sequencing data of Thai MCI patients (n=51) and healthy control (n=49) were 

provided by Chulabhorn Royal Academy (CRA). Peripheral blood was collected from all individuals. 

Preparation of whole transcriptome sequencing library was done by purifying the poly-A containing 

mRNA molecules using poly-T oligo-attached magnetic beads. Transcriptome data was generated in 

the form of 100 bp paired-end reads using MGISEQ-2000 platform. 

 

2.2 Reference data 

Reference genome and gene annotation GRCh38 of Homo sapiens (human) release version 110 was 

obtained from Ensembl (https://ftp.ensembl.org/pub/release-110/fasta/homo_sapiens/dna/ and 

https://ftp.ensembl.org/pub/release-110/gtf/homo_sapiens/). 

 

2.3 Transcriptome data analysis 

Transcriptome data analysis (Figure 1) workflow used in this study started from quality control of 

raw sequencng data using FastQC (v0.11.9) and MultiQC (v1.0.dev0). Reads were aligned to reference 

genome using HISAT2 [10] (v2.2.1). Rseqc (v5.0.2) was used for assessing the quality of alignment 

results. Transcriptome reconstruction and expression quantification were performed using StingTie [11] 

(v2.2.1). Before differential expression analysis, principal component analysis (PCA) was used to reveal 

the difference of transcripts expression between conditions. Then, identification of differentially 

expressed transcripts between Thai MCI patients and healthy control was performed by using Ballgown 

[12] in R (v4.2.3) with criteria P-value < 0.01 and |Log2FC| > 0.5. Enrichment analysis of known 

transcripts to understand biological function insights into the progression of AD using Enrichr [13] was 

performed. Gene names from a set of known differentially expressed transcripts were used as inputs for 

enrichment analysis based on gene ontology (GO) and Kyoto Encyclopedia of Genes and Genomes 

(KEGG) pathways. Significant terms using criteria adjusted P-value < 0.05 were selected. To find 

important genes specific to patients, a protein-protein interaction (PPI) network of downregulated and 

upregulated genes was performed using the STRING database [14] and Cytoscape (v3.10.1) separately. 

 

https://ftp.ensembl.org/pub/release-110/fasta/homo_sapiens/dna/Homo_sapiens.GRCh38.dna.primary_assembly.fa.gz
https://ftp.ensembl.org/pub/release-110/gtf/homo_sapiens/
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Figure 1. A transcriptome analysis workflow 

 

3. Results and Discussion 

 

3.1 Transcriptome data preprocessing and alignment 

 Whole transcriptome sequencing (WTS) data of Thai MCI patients (n=51) and healthy control 

(n=49) were used in this study. The data was divided by AD status as cognitive normal control, mild 

cognitive impairment (MCI), mild dementia, and moderate dementia. All 100 samples passed quality 

control with PHRED score of more than 30. The average number of total reads is 77,843,840. For each 

sample, sequence reads were aligned to reference genome GRCh38 with the average 97.01% of 

alignment rate. 

 

3.2 Differential expression analysis 

 PCA revealed transcriptome expression differences between case and control groups. The 

results indicate that the samples from two populations are largely overlapping with one another (Figure 

2A), which suggests that transcript expression is very similar between the case and control groups. 

Ballgown software reported 23,235 expressed transcripts in 100 samples by using cutoff P-value < 0.01 

and |Log2FC| > 0.5 to filter significant transcripts. In this study a list of 155 transcripts including 71 
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downregulated transcripts and 44 upregulated transcripts was obtained (Figure 2B). There are 41 known 

downregulated and 24 known upregulated transcripts. 

 

     
  Figure 2. (A) PCA plot of case and control populations 

(B) Volcano plot of differential expressed Transcripts 

 

 To identify differentially expressed transcripts between cases and healthy controls, transcripts 

expressed at low levels were filtered out prior to the statistical test in the differential expression analysis 

to enhance detection power [15]. P-value < 0.01 and |Log2FC| > 0.5 were used as cutoffs to select 

significantly expressed transcripts. Most of samples from case group are MCI, which is the early stage 

of AD. Therefore, the transcriptome expression between the case and control groups was largely similar 

(Figure 2A). In addition, increasing number of replicates of samples can increase the power of detection 

of significant transcripts [15]. 

 

Table 1. Top 5 Downregulated transcripts (Ordered by Log2FC) 

 Transcript name 
Fold change 

(FC) 
Log2FC P-value Gene name 

1 ENST00000558506 0.45771392 -1.1274819 0.00488385 EIF5 

2 ENST00000502534 0.45907565 -1.1231962 0.00960227 RPL34 

3 ENST00000417439 0.48325525 -1.0491427 0.00549904 LTF 

4 ENST00000265333 0.53982168 -0.8894452 
5.782052753 

11161e-05 
VDAC1 

5 ENST00000424576 0.56272388 -0.8295009 0.00577313 RPL6 

 

Table 2. Top 5 Upregulated transcripts (Ordered by Log2FC) 
 

Transcript name 
Fold change 

(FC) 
Log2FC P-value Gene name 

1 ENST00000502632 2.24616933 1.16746669 0.00079568 HNRNPH1 

2 ENST00000376809 1.8863944 0.91563134 0.00023757 HLA-A 

3 ENST00000631943 1.76034842 0.815861 0.00031826 IGHV7-4-1 
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4 ENST00000397528 1.63894966 0.71277154 0.00546649 SLC7A7 

5 ENST00000677726 1.58552346 0.66495922 0.00024788 DDX5 

 

 Significant transcripts include ENST00000558506 from the EIF5 gene, which shows the 

highest downregulated expression (Table 1), and ENST00000502632 from the HNRNPH1 gene, which 

shows the highest upregulated expression compared to the control group (Table 2).  

 Ribosomal subunits and translation initiation factors alteration in AD leading to ribosome 

dysfunction which is an early event of AD development [16]. Abnormal genes encoding ribosomal 

proteins are regulated leading to altered protein levels of translation initiation factors such as EIF2A, 

EIF3H and EIF5. Hernandez-Ortega et at. [17] found that CA1 region of the hippocampus of AD cases 

shows slightly decreasing in EIF5 protein level compared to healthy cases. Consistent with this study, 

the expression of EIF5 transcripts was found to be lower compared to the healthy control group.  

 APP is a precursor for amyloid-β peptides. Appropriate expression of APP is essential for 

maintaining healthy neurons and their connections. Khan et al. [18] found that HNRNPF and 

HNRNPH1 were significantly upregulated in the hippocampus of APP/PS1 mice, suggesting that 

overexpression of HNRNPF or HNRNPH1 increases the production of APP. Consistent with this study, 

the expression of HNRNPH1 transcripts was found to be higher compared to the healthy control group. 

 

3.3 Functional enrichment analysis 

 Significant GO terms of downregulated transcripts include 18 Biological processes (BP), 10 

Cellular component (CC), and 8 Molecular function (MF). Enriched KEGG pathways were 

spliceosome, ribosome, RNA transport, and coronavirus disease. Downregulated transcripts are 

involved in decreasing protein formation and macromolecule, promoting apoptotic process, and 

reducing the activation of the NIK/NF-kappaB signaling as shown in Table 3. In AD, protein synthesis 

and degradation are altered to maintain cell viability [19]. Decreasing protein synthesis is associated 

with the impairment in ribosome function, which can lead to development of AD [20]. Accumulation 

of tau and amyloid protein can cause apoptosis resulting in neural death [21]. The nuclear factor kappaB 

(NF-kB) pathway is important in the progress of AD. In normal brain function, the role of this pathway 

is in synaptic plasticity, learning, and memory. In AD, activation of this pathway leads to 

neuroinflammation, activation of microglia, oxidative stress and apoptosis. This imbalance results in 

neuron degeneration [22]. However, our results show low activation of this pathway. In addition, a 

decrease in RNA processing alteration was also found in this study. Transcriptome dysregulation and 

altered function of RNA binding proteins (RBPs) may lead to modulation of RNAs expression. RBPs 

are important in the brain involving in neurogenesis, synaptic transmission, and plasticity. 

Downregulation of RBPs also involved in splicing, polyadenylation and degenerate mRNA [23]. 

 Significant GO terms of upregulated transcripts include 9 BP, and 2 MF. Upregulated 

transcripts are involved in the disrupted anoikis process, promoting immune response by a T-cell, 

increasing process involved in the organelle formation, and increasing mRNA processing as shown in 

Table 4. Anoikis is essentially an  apoptosis which is important in preventing inappropriate translocation 

and attachment of cells [24]. T-cell is immune cells that involved in AD pathogenesis. Activation of T-

cell can increase proinflammatory factors leading to neuroinflammation [25]. Increased alternative 

splicing can produces more mRNA variants affecting proteins that are essential for controlling cellular 

differentiation and development of AD [26]. In addition, increasing integral proteins of the plasma 

membrane and promoting mRNA processing were also found. 

 

Table 3. Top 5 significant GO terms of downregulated transcripts 

GO terms Genes 

Biological Process 

Cytoplasmic Translation 

(GO:0002181) 
RPS14;EIF3M;RPL34;RPS3;RPL6 

Macromolecule Biosynthetic 

Process (GO:0009059) 
EEF1B2;RPS14;RPL34;RPS3;RPL6 
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Regulation Of Apoptotic Process 

(GO:0042981) 

MORF4L1;DDX3X;HSPA5;RPS3; 

VDAC1;SGK1;TPT1;LTF 

Translation (GO:0006412) EEF1B2;RPS14;RPL34;RPS3;RPL6 

Ribosome Assembly 

(GO:0042255) 
RPS14;DDX3X;RPL6 

Cellular Component 

Intracellular Organelle Lumen 

(GO:0070013) 

DDX3X;HSPA5;RPS3;SELENOF; 

SOD2;MMP8;LTF 

Cytosolic Small Ribosomal 

Subunit (GO:0022627) 
RPS14;RPS3 

Small Ribosomal Subunit 

(GO:0015935) 
RPS14;RPS3 

Large Ribosomal Subunit 

(GO:0015934) 
RPL34;RPL6 

Cytosolic Large Ribosomal 

Subunit (GO:0022625) 
RPL34;RPL6 

Molecular Function 

Small Ribosomal Subunit rRNA 

Binding (GO:0070181) 
RPS14;RPS3 

mRNA Binding (GO:0003729) RPS14;DDX5;DDX3X;TRA2B;RPS3 

Cadherin Binding (GO:0045296) DDX3X;EIF5;HSPA5;RPL34;RPL6 

RNA Binding (GO:0003723) 
RPS14;DDX5;DDX3X;EIF5;RPL34; 

TRA2B;RPS3;RPL6;TPT1 

mRNA 5'-UTR Binding 

(GO:0048027) 
RPS14;DDX3X 

 

Table 4. Top 5 significant GO terms of upregulated transcripts 

GO terms Genes 

Biological Process 

Negative Regulation Of Anoikis 

(GO:2000811) 
PDK4;ITGA5 

T Cell Mediated Immunity (GO:0002456) BTN3A2;HLA-A 

Regulation Of Anoikis (GO:2000209) PDK4;ITGA5 

Positive Regulation Of Organelle 

Organization (GO:0010638) 
TOM1;SORBS3 

RNA Transport (GO:0050658) HNRNPA1;KPNB1 

Molecular Function  

Vinculin Binding (GO:0017166) TLN1;SORBS3 

pre-mRNA Binding (GO:0036002) DDX5;HNRNPA1 

 

3.4 PPI-network analysis 

 Downregulated transcripts show 21 genes with 46 interactions. Among them, RPS3 has the 

highest interactions with 10 genes as shown in Figure 3A. The results suggested that RPS3 was 

important to the pathogenesis of AD patients. Shigemizu et al. [27] identified blood-based biomarkers 

for early diagnosis of AD by performed RNA-seq. They found that many downregulated genes were 

enriched in function involving ribosomal subunits including RPL, RPS, and MRP genes. Our results 
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also found downregulated transcripts in RPL6, RPL34, RPS3 ,and RPS14 genes. Moreover, they 

reported top-ranked 10 hub genes and one of hub genes is RPS3, which is also the hub gene in our 

study. 

 Upregulated transcripts show 9 genes with 8 interactions. Among them, HNRNPA1 and 

HNRNPH1 have the highest interactions with 3 genes as shown in Figure 3B. The results suggested 

that HNRNPA1 and HNRNPH1 were important to the pathogenesis of the disease. Heterogeneous 

nuclear ribonucleoprotein A1 (HNRNPA1) is a protein involving in RNA transcription, pre-mRNA 

splicing, mRNA transport, protein translation, microRNA processing, telomere maintenance and the 

regulation of transcription factor activity. Dysregulation of HNRNPA1 in AD may contribute to disease 

pathogenesis by altered RNA splicing. The splicing will increase longer APP splice variant and 

amyloid-β formation [28]. 

 

    
Figure 3. (A) Sub network of RPS3 gene and (B) HNRNP genes. Each dot represented a node. The 

degree of node was reflected by its color. The deeper color from light to dark (The greater the degree). 

 

 PPI-network analysis revealed important genes specific to Thai MCI pateints. RPS3 is the key 

gene that is downregulated in case group. In contrast, HNRNPA1 and HNRNPH1 are key genes that 

are upregulated in case group. Interestingly, DDX5 gene was both downregulated and upregulated with 

different transcripts (Downregulated transcript: ENST00000582326, Upregulated transcripts: 

ENST00000676969). DDX5 dynamically regulates the processes of transcription, splicing programs, 

and miRNAs  during cell differentiation. The downregulation of DDX5 may inhibit RNA binding 

[29]. Consistent with our results downregulated transcripts decreased RNA binding process. However, 

these findings need to be further verified by techniques such as quantitative real-time polymerase chain 

reaction (qRT-PCR). 

 

4. Conclusion 

 This study focused on analyzing transcriptome sequencing data of Thai MCI patients.  A total 

of 41 downregulated and 24 upregulated significant known transcripts were identified. The strongest 

downregulated transcript is ENST00000558506 (EIF5 gene). The highest upregulated transcript is 

ENST00000502632 (HNRNPH1 gene). The downregulated transcripts were enriched in functions 

including protein synthesis, apoptotic processes, the NF-kB pathway, and RNA binding. Conversely, 

the upregulated transcripts were enriched in functions such as anoikis, the immune system, and mRNA 

processing. Our findings revealed important genes specific to Thai MCI patients, including RPS3, 

HNRNPA1, HNRNPH1, and DDX5. These genes may play crucial roles in the pathogenesis of AD in 

the Thai population. 
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Introduction 

The COVID-19 pandemic has adversely affected humans in various ways. Despite having 

vaccinations and FDA-approved drugs, the capability of the coronavirus’s rapid mutation poses a 

challenge to current defences. The main protease (MPro) plays a crucial role in the lifecycle of the virus, 

making it a promising target for drug development against SARS-CoV-2. However, significant 

mutations in MPro, have been shown to confer severe resistance to the current drug, Nirmatrelvir. To 

prepare, developing a machine learning (ML) model could accelerate the discovery of promising 

compounds. Our study focuses on improving the ML model’s bioactivity prediction efficiency by 

incorporating transfer learning techniques before conducting analysis with in silico assays, such as 

molecular docking and molecular dynamics (MD) simulations, alongside toxicity screening and 

pharmacokinetics profiling. 

 

Methodology 

In this study, we compared numerous ML models, both traditional models and different architecture 

of deep learning (DL) models pre-trained for chemistry tasks. The construction of traditional models is 

conducted via scikit-learn and RDKit, applying Fisher’s exact test statistical method and ranking Gini 

importance for feature engineering. DL models are chosen based on different representations and pre-

trained model availability, which include both SMILES based and Graph-based model. Each model was 

implemented following the method of the published studies. The model’s performance is evaluated by 

100 random splitting of our MPro target dataset, with 80% being the training set, 10% validation set, and 

10% external test set. Models demonstrating the best predictive performance are chosen to screen 

compounds from ChemDiv database. In order to assess the binding affinity of ML-predicted candidates 

against MPro, we conducted molecular docking using GOLD software with parameters set at 6 Å sphere 

and 100 configurations. Crystal protein structures of SARS-CoV-2 MPro are retrieved from Protein Data 

Bank. For toxicity screening, the analysis is conducted via ADMET lab 2.0 platform. The compounds 

that passed toxicity screening are further evaluated for their pharmacokinetic properties using Egan’s 

BOILED - Egg plot in SwissADME. 

 

Results and Discussion 

Here, pre-trained KPGT and CHEM-BERT demonstrated the best predictive performance in our 

benchmark with mean AUC of 0.88 ± 0.02 and 0.87 ± 0.02, due to its relatively close performance, we 

employ the model in ensemble by splitting the dataset into 5-fold splitting and finetune each architecture 

5 times, resulting in 10 models used for screening. Our ML model rapidly screened out 10,306 

candidates from a total of 1.6 million compounds. Molecular docking was conducted on screened 

compounds against WT SARS-CoV-2 Mpro and two major variants, S144A and H172Y. The results 

indicated 640 compounds with higher fitness scores than Nirmatrelvir, Ensitrelvir, and Bofutrelvir, 

among all variants. Potent compounds, screened for toxicity, are further analyzed with SwissADME, as 

shown in Figure 1. While our ML models demonstrate effectiveness with an ultra-large library, their 

predictive capacity is constrained by the applicability domain, thus limiting their potential to predict the 

bioactivity of compounds with novel chemical structures. This limitation can be improved by enhancing 

the diversity of chemical structures in the training dataset. 

 

mailto:snutanon@vistec.ac.th
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Significance 

This research harnesses the power of ML models to optimize the drug screening process. By 

applying the transfer learning technique, our study significantly enhances the predictive capabilities of 

ML models, thereby facilitating effective drug screening. In addition, this study contributes to the 

understanding of potential SARS-CoV-2 MPro inhibitors against both WT and major variants of the 

virus, providing comprehensive insights into combatting the evolving threat of COVID-19 and future 

coronavirus outbreaks. These compounds not only demonstrate potent inhibitory activity but also serve 

as protection against future coronavirus outbreak. In summary, this study represents an innovative 

approach towards improving the drug screening pipeline and enhancing preparedness for future 

pandemics. 

 

 
Figure 1. The Egan’s BOILED-Egg plot of candidate compounds and reference Mpro inhibitors 

(Nirmatrelvir, Ensitrelvir, and Bofutrelvir). 
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Introduction 

In this talk we theoretically demonstrate that the helical-photon dressed state determines the 

direction of rotation of π electron in an elliptically polarized (EP) or circularly polarized (CP) laser. We 

consider minimum three-electronic states model, which consists of the ground state and a doubly 

degenerate electronic excited state or two nondegenerate excited states. Three helical-photon dressed 

states are derived by solving the time-dependent Schrödinger equation. The angular momentum of one 

of the three helical-photon dressed states represents an intuitive π-electron rotation, and the rest 

represent the opposite rotation, i.e., counter-intuitive rotation. Intuitive rotation means that the direction 

of π-electron rotation is the same as that of the given helical electric field vector, i.e., the electron 

rotation follows the classical equation of motion in the helical electric field. Whereas the counter-

intuitive rotation means that the rotational direction of π-electron is opposite to that of the given helical 

electric field vector, i.e., this is a purely quantum behavior of the π-electron rotations. It is rigorously 

proved that the sum of the angular momentum of the three dressed states is conserved and zero. To 

examine the characteristic feature of the helical-photon dressed states mentioned above, benzene (D6h) 

and toluene (CS) are adopted as typical aromatic ring molecules with a doubly degenerate, and two 

nondegenerate excited states, respectively. 

 

Methodology 

Consider a three-electronic state model for a two-dimensional aromatic ring molecule in the 

presence of a helical UV laser. The nuclear motions are assumed to be frozen. The molecule is set on 

the xy plane in the helical UV laser propagating along the z direction. The interaction between π-

electron and electric fields of a helical UV laser with frequency ω is taken into account within the semi-

classical treatment. Then, we derive an analytical formula for the π-electron angular momentum for 

each dressed state. Finally, we prove the conservation of the angular momentum of the π electronic 

system: the sum of the three angular momenta is zero, . 
0 1 2 0z z zL L L

  
+ + =  

 

 

 
Fig. 1. (a) Creation of the dressed states in a nonresonant helical (circularly or elliptically polarized) 

laser with frequency ω in a three-electronic-state model. The laser detunings of laser a, b are Δ1 and 

Δ2, respectively. (b) The three helical-photon dressed states generated are denoted by 0 1 2,  ,   =   . The 

dressed energy j  (j = 0, 1, 2)  is formed with ( ) 0  
 = + +  (red solid lines). 
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Results and Discussion 

 
Fig. 2. Intuitive and counterintuitive induction paths for inducing π-electron rotations in the three photon 

dressed states formed by a circularly polarized laser.  

 

We have theoeretically studied how the helical-photon dressed states determines the unidirectional π-

electron rotation in the applied CP or EP laser within the semi-classical treatment of light-molecule 

interactions and rotating wave approximation. By solving the time-dependent Schrödinger equation in 

a three-electronic states model under a frozen nucleus assumption, we have analytically obtained forms 

of wave functions for three helical-photon dressed states. The resultant angular momentum of one of 

the helical-photon dressed states represents an intuitive rotation following the classical equation of 

motion, and the rest represent opposite rotation, i.e., counterintuitive π-electron rotation, which is a 

purely quantum phenomena that has been nearly overlooked until now. It has been rigorously proven 

that the sum of the angular momentums of all three dressed states is conserved and zero for aromatic 

ring molecules with high or low symmetry, irrelevant to the laser parameters such as detuning. 

 

Significance 

In benzene the dressed state consists of two eigenfunctions, which are the simultaneous eigenfunction 

of energy and angular momentum, whereas in toluene one of dressed states is an approximately 

simultaneous eigenfunction of energy and angular momentum.
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1. Introduction 

Diabetes leads to diabetic retinopathy (DR), a serious eye disease caused by high blood pressure and 

abnormal glucose levels in the blood vessels, potentially leading to blindness if not addressed. The 

number of individuals affected by DR is expected to increase from 103 million in 2020 to 130 million 

by 2030, and further to 160 million by 2045 [1]. Despite this growing demand, the global supply of 

ophthalmologists was just about 230,000 in 2015, including those in Thailand, with a modest annual 

growth rate of 2.6% [2]. This shortage is anticipated to deepen, resulting in the risk of neglect care for 

both diabetic patients, who require regular screenings, and for DR patients, who need continuous 

assessment and precise grading to avert severe consequences. Moreover, the distribution of 

ophthalmologists in Thailand is highly skewed, with a significant concentration in urban centers. For 

instance, Bangkok boasts approximately 437 ophthalmologists for 5.5 million individuals, whereas 

Ubon Ratchathani, a larger province, has only 9 ophthalmologists for 1.8 million individuals. This 

imbalance impedes timely and accurate diagnoses, compelling nurses and general physicians in rural 

areas to assume the responsibilities of ophthalmologists, thus increasing the risk of delayed or incorrect 

diagnoses. Thus, we are interested in developing an end-to-end DR grading system for grading the 

severity level of DR patients based on deep learning. Thereupon, to train the DR grading model, we 

decided to gather the retinal images from various hospitals and request that the ophthalmologist label 

these images. The collected images include a significant proportion of medically unsuitable retinal 

images (MURI), approximately 23%. As a result, the labelling process has slowed down due to the time 

required for ophthalmologists to screen out these MURIs from the dataset. Consequently, in this work, 

we aim to propose an image screening system that automatically screens out MURI from the dataset by 

adhering to the EyePACS standard protocol [3], [4]. This screening system utilizes an object detection 

algorithm to fulfil the protocol requirements for medically suitable retinal images (MSRI) in the primary 

and temporal fields, which must include the optic disc, the macula, and the vascular arch. The optic disc 

is a circular, bright anatomical structure where the optic nerve converges. The macula is a dark, oval 

region in the center of the retina, located in a vessel-free area and approximately 2-3 times the optic 

disc's diameter away from the optic disc. Currently, There is a variety method proposed to localize and 

segment the optic disc and macula namely: (1) Intensity determining, [5-11]; (2) Hough transform, [12]; 

(3) Anatomical structure analysis, [5-7, 13, 14]; (4) Morphological operations, [5, 9, 12-14]; (5) 

Correlation filtering, [5, 10, 15-17]; and (6) machine learning, [18-21]. Eventually, in this work, we 

propose an image screening system based on the correlation filtering method because of its simplicity, 

interpretability, and low data requirement for development. Furthermore, our screening algorithm aims 

to surpass a false discovery rate score of 0.05 [22] and a recall score of 0.90 [23] in classifying MSRI 

and MURI, ensuring that only images of sufficient quality and rich informational content are retained 

for subsequent labelling. 

 

2. Methodology 

 

Dataset 



 

156 

We use three datasets to create, develop, and evaluate our screening algorithm including IDRiD dataset, 

Messidor dataset, and our private dataset. First, IDRiD dataset [24] was curated to support various 

purposes namely lesion segmentation, DR severity grading, and optic-disc and macula localization. 

Moreover, this dataset was acquired by using a Kowa VX-10 digital camera with a 50o field of view 

(FOV) and a resolution of 42882848 pixels in jpg file format. The retinal image in this dataset totally 

contains 516 images, which have been split into a training set (413 images) and a testing set (103 

images). Second, Messidor dataset [25] contains a total of 1200 retinal images, which are collected by 

utilizing CCD color video camera mounted on a Topcon TRC NW6 non-mydriatic retinography device 

with a 45-degree field of view (FOV) in diverse image sizes, such as 1440960, 22401488, and 

23041536 pixels. However, there are only 1136 images labelled for macula localization task in this 

dataset. Eventually, our private dataset consists of 328 positive images and 100 negative images, in a 

total of 428 images. Annotation of dataset was implemented by a master student by following the 

EyePACS standard protocol and under the ophthalmologist suggestion. Additionally, in this dataset, the 

definition of positive image is a medically suitable retinal image (MSRI) in a primary field of EyePACS 

protocol which should contain the optic disc, the macula, vascular arch, and equal distance between the 

optic disc and macula from the center Figure. 1 or temporal field of EyePACS protocol which contain 

significance ocular parts similar to primary field, but the macula should locate at the center of image. 

We select these field as a positive because these field are comprehensive area including various crucial 

ocular structure, thereby these field are simple in observing the lesion or the abnormality in retinal, 

resulting in the ease in downstream task such as DR severity grading. On the other hand, the negative 

image is an image that does not achieve these requirement Figure. 1.  

Figure 1. An example from the private dataset includes images where (a) and (b) represent positive 

cases, while (c) and (d) are negative cases. The negative classification of these images is attributed to 

factors such as their depiction of the nasal field of retinal images and the unclear location of the macula, 

respectively. 

 

Optic disc and macula detection 

Due to our screening algorithm relating to apply the correlation filtering technique for detect the 

existence of optic disc and macula in retinal image. Hence, we initially utilize the training set of the 

IDRiD dataset to generate reference templates (or mask) for both the optic disc and macula. The process 

involved resizing the fundus images to a square shape of 1280 pixels and then cropping the resized 

images around the objectives. For optic disc, the cropping size is varied in the range of 200 to 400 with 

the step size of 100 in both symmetric and asymmetric shape. For macula, the cropping size is varied 

in the range of 100 to 300 with the step size of 50 in solely symmetric shape. Currently, we use the 

cropping dimensions of 200300 and 200200 for the optic disc and macula. This cropping procedure 

was repeated N times, and the resulting cropped images were averaged to create reference templates for 

the optic disc and macula, respectively, define as,  

𝑇̅ =  
1

𝑁
∑𝑇𝑖

𝑁

𝑖=0

 (1) 
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where 𝑇̅ is a reference template and 𝑇𝑖 is a cropped image number ith. In the context of ocular detection, 

we deploy the correlation filtering method on the resized fundus image using an optic disc template to 

identify the optic disc.  

Following this, we delineate the region of interest (ROI) for macula detection by utilizing the 

determined location of the optic disc as a central reference point and selecting an area that locate to 

threefold the size of the optic disc within a range of -30 to 30 degrees [9], resulting in the ROI in a like-

conical shape, illustrated in above Figure. Subsequently, we employ the correlation filtering technique 

on the ROI image to locate the macula. Ultimately, thresholding the correspondence space is applied to 

determine the reliability of the maximum point, which serves as an indicator for locating the optic disc 

and macula. This process involves establishing a threshold value within the correspondence space, 

beyond which points are considered reliable. By applying thresholding, we can effectively identify the 

maximum point that accurately represents the location of these ocular structures. Furthermore, we 

currently use matching method, named normalized correlation coefficient [Equation. 2], to establish the 

correspondence space in the correlation filtering.  

Let 𝐼 is a retinal fundus image. 

 

Image screening 

 In this work, we use and develop a method proposed in [26] to be suitable for our task in 

classifying the MURI and MSRI. We will call the retinal image MSRI if it can pass these criteria: first, 

the optic disc and macula must locate within the acceptance region, called R1; and second, the optic 

disc must locate outside the specific region, called R2. R2 is added to become a criterion because we 

don’t need a nasal field of a retinal image. An example of these regions is illustrated in Figure. 2. The 

R1 is defined by the lower and upper boundaries, following the below equations: 

𝐿𝑅1 = 𝑦𝑐 − 𝜀 (3.1) 

𝑈𝑅1 = 𝑦𝑐 + 𝜀 (3.2) 

 

𝑅(𝑥, 𝑦) =  
∑ (𝑇̅′(𝑥′, 𝑦′) ∙ 𝐼′(𝑥 + 𝑥′, 𝑦 + 𝑦′))𝑥′,𝑦′

√∑ (𝑇̅′(𝑥′, 𝑦′)2 ∙ 𝐼′(𝑥 + 𝑥′, 𝑦 + 𝑦′)2)𝑥′,𝑦′

 
(2) 

𝑇̅′(𝑥′, 𝑦′) =  𝑇̅(𝑥′, 𝑦′) −
1

𝑤 ∙ ℎ
∙ ∑ 𝑇̅(𝑥′′, 𝑦′′)

𝑥′′,𝑦′′
 (2.1) 

𝐼′(𝑥 + 𝑥′, 𝑦 + 𝑦′) = 𝐼(𝑥 + 𝑥′, 𝑦 + 𝑦′) −
1

𝑤 ∙ ℎ
∙ ∑ 𝐼(𝑥 + 𝑥′′, 𝑦 + 𝑦′′)

𝑥′′,𝑦′′
 (2.2) 
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where 𝑦𝑐 is a vertical centerline of retinal image, 𝜀 is an adjusted parameter, 𝐿𝑅1 is a lower boundary, 

and 𝑈𝑅1is an upper boundary. Moreover, the lower and upper boundary of R2 is computed as:  

𝐿𝑅2 = 𝑥𝑐 − 𝛿 (4.1) 

𝑈𝑅2 = 𝑥𝑐 + 𝛿 (4.2) 

 

where 𝑥𝑐 is a horizontal centerline of retinal image, 𝛿 is an adjusted parameter, 𝐿𝑅1 is a lower boundary, 

and 𝑈𝑅1is an upper boundary. In this work, we use grid search on 50 images of private dataset to 

determine the optimal parameters, thereby 𝜀 and 𝛿 is 170 and 200 pixels, respectively. 

Figure 2. The acceptance region of R1 and R2 

Evaluation 

 In the optic disc and macula detection, we evaluate the performance of our algorithm using the 

testing set of IDRiD. Initially, we quantify the accuracy of our algorithm's predictions by measuring the 

error between the predicted location and the ground-truth location of ocular structures. This analysis is 

conducted using the Euclidean distance (ED) as define in [Equation. 5], providing insights into the 

precision of our predictions at the pixel level. Additionally, we calculate the Average Precision (AP) 

score to measure the accuracy of the algorithm's bounding box predictions. The AP score, a scalar 

metric, reflects the performance of an object detection algorithm by assessing the precision of predicted 

boxes relative to actual objects in the image. It is computed by integrating various precisions, being as 

a function of recall, as described in [Equation. 6]. A higher AP score indicates better algorithm 

performance in object detection tasks. Moreover, we use a R-criterion score as mentioned in [27], to 

evaluate the performance of our macula detection on the Messidor dataset and due to the Messidor 

dataset comprising images of varying sizes, we apply different R values corresponding to each image 

size: R = 68 for images sized 1440 x 960, R = 103 for images sized 2240 x 1488, and R = 108 for images 

sized 2304 x 1536. In the context of image screening, we employ various evaluation metrics, including 

the confusion matrix, false discovery rate (FDR), and recall of positive images, to assess the 

performance of our screening process on our private dataset. The false discovery rate is utilized to 

evaluate the proportion of negative samples that remain in the dataset after screening, while recall is 

used to measure the proportion of positive samples that are retained in the dataset post-screening. 

𝐸𝐷 = ‖𝑋1 − 𝑋2‖ (5) 

where 𝑋1 is the ground-truth location and 𝑋2 is the predicted location.  

𝐴𝑃 = ∫ 𝑝(𝑟)𝑑𝑟
𝑟=1

𝑟=0

 (6) 

Let 𝑝 is a precision and 𝑟 is a recall. 

2�

2�
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3. Results and Discussion 

 

Optic disc and macula detection 

  In Table. 1, the performance of the proposed method reveals that the Euclidean distance (ED) 

error for the optic disc and macula is 38.9 and 53.8 pixels, respectively. When expressed as a percentage 

of the image width, these errors are approximately 3.04% and 4.20%, respectively. Additionally, we 

evaluate the proposed method using various average precision (AP) scores, including AP at an IOU 

threshold of 0.50 (AP50), AP at an IOU threshold of 0.75 (AP75), and the mean AP score between IOU 

thresholds of 0.50 and 0.95 with a step size of 0.05. The results indicate that macula detection is highly 

sensitive to the IOU threshold, as evidenced by the AP score dropping from 0.827 to 0.550. Conversely, 

optic disc detection shows less sensitivity when comparing AP50 with AP, indicating that the template 

matching method for optic disc detection is relatively stable. Moreover, we calculate the mAP to serve 

as the representative AP score for the proposed method. The mAP is widely used to compare the 

performance of object detection algorithms, providing a comprehensive measure of accuracy across 

different IOU thresholds. Generally, to compare the proposed method with other approaches, the 

Messidor dataset is used to measure the performance of macula detection algorithms. This measurement 

is conducted by comparing the predicted macula location with the ground truth location across various 

sizes of agreement areas and then computing the score, called the R-criterion score, where R represents 

the radius of the optic disc, being roughly 208 pixels each image. As shown in Figure. 3, an increase in 

the denominator leads to a reduction in the size of the agreement area. Thus, the R-criterion effectively 

demonstrates the accuracy, precision, and stability of the algorithm in predicting the macula's location 

as the agreement area decreases. 

 

Table 1. The general performance of proposed method on IDRiD dataset 

Ocular name ED (pixels) AP50 AP75 AP mAP Runtime (s) 

Optic disc 38.9 0.949 0.949 0.778 
0.652 0.102 

Macula 53.8 0.827 0.550 0.525 

Figure 3. The agreement area of each R-criterion on Messidor dataset 

 

 Table. 2 presents the outcomes of the proposed method across different agreement areas. It is 

notable that the values for R and R/2 are relatively close, indicating that over 90 percent of the predicted 

macula locations fall within the radius of R/2, which equals 104 pixels, around the ground-truth macula 

location. Similarly, the predicted macula is distributed around the ground-truth location within the 

radius of 52 pixels at 77.9 percent and within 26 pixels at 41.9 percent. This demonstrates the proposed 

method's capability to accurately predict the macula's location with varying levels of precision. 

 

Table 2. The macula detection on Messidor dataset 

 

Ocular name R/8 R/4 R/2 R 

Macula 0.419 0.779 0.912 0.931 
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The qualitative results of the proposed method are illustrated in Figure. 4  and Figure. 5. Sub-figures a, 

b, and c demonstrate high-quality predictions, whereas sub-figures d, e, and f show poor-quality 

predictions. Notably, the IDRiD dataset results highlight frequent false detection of the optic disc, 

frequently caused by bright lesions and white fibers that obscure the optic disc's location. Additionally, 

false macula detection is influenced by factors such as medium-sized hemorrhages and dark spots in 

the retinal image because these dark-like regions can resemble the macula on grayscale images during 

the matching process. Furthermore, errors in optic disc detection can propagate to macula detection, as 

the predicted location of the optic disc is used as a reference to delineate the ROI for macula detection. 

In the Messidor dataset, the proposed method often fails to detect the macula due to the challenges in 

distinguishing blood vessels from the macula. 

Figure 4. The detection results of the proposed method on the IDRiD dataset. The three images above 

(a–c) showcase good quality predictions, whereas the images below (d–f) exhibit poor quality 

predictions. Where, cross sign () is a predicted location, the dot sign (•) is a ground-truth location, the 

green color represents the optic disc, and the red color represents the macula. 

Figure 5. The detection results of the proposed method on the Messidor dataset. The three images above 

(a–c) showcase good quality predictions, whereas the images below (d–f) exhibit poor quality 

predictions. Where, cross sign () is a predicted location, the dot sign (•) is a ground-truth location, and 

the red color represents the macula. 

 

 

 

 

 

 

Image screening  



 

161 

The performance of the proposed method is demonstrated through the confusion matrix presented in 

Figure. 6. This matrix illustrates that the algorithm exhibits superior ability in correctly classifying 

positive images as opposed to negative images. This is evidenced by a lower incidence of false positives 

compared to false negatives. This discrepancy suggests that the features employed by the algorithm 

might not be sufficiently robust for accurately distinguishing negative images. Table 3 provides further 

insight, indicating the high precision score and reliable false discovery rate of the proposed method, 

which closely align with the goal score of 0.05. Moreover, the method achieves a high recall of 0.875, 

which deviates by approximately 0.025 from the established goal. In practical terms, the proposed 

method successfully reduces the proportion of negative images in the dataset to 6 percent while retaining 

88 percent of the positive images after screening.  

Figure 6. The confusion matrix of proposed image screening method. 

 

Table 3. The performance of proposed image screening 

 Accuracy Precision Recall FDR 

Goal [22, 23] - 0.950 0.900 0.050 

Proposed method 0.862 0.941 0.875 0.059 

 

 The qualitative results of the proposed method, as illustrated in Figure. 7, reveal distinct 

characteristics associated with each type of prediction. Notably, false-positive cases frequently occur 

from false detections where lesions or haemorrhages are incorrectly identified as resembling the macula. 

Similarly, false negatives result from misdetections, as depicted in Figure. 7.e. Conversely, the case 

shown in Figure. 7.f indicates a scenario where image overcropping causes the macula to be located 

outside the acceptable region, leading to false negative predictions. These observations suggest that 

enhancing the stability of the retinal fundus field could potentially improve the accuracy of the screening 

process. In the true positive case, the proposed method demonstrates the ability to correctly classify an 

image as positive, even in the presence of abnormal retinal conditions. Additionally, images of the nasal 

field are accurately identified as true negatives, further validating the method’s effectiveness. 
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Figure 7. Example of image screening results: a) True positive; b-c) False positive; d) True negative; 

and e-f) False negative.   

 

4. Conclusion 

 In this study, we successfully developed an image screening algorithm designed to identify 

medically suitable retinal images within the primary and temporal fields, in accordance with the 

EyePACS protocol. Our approach integrates two primary components: ocular detection and image 

screening. The ocular detection utilizes correlation filtering techniques combined with anatomical 

structure analysis to accurately identify key ocular structures such as the optic disc and macula. The 

subsequent image screening process then applies specifically defined acceptance regions tailored to 

these fields to differentiate between medically suitable and unsuitable retinal images. Our results 

demonstrate that the proposed method achieves reliable detection scores, with the screening process 

performing well across various evaluation metrics, aligning closely with established medical standards. 

However, there is room for further refinement, particularly in enhancing macula detection accuracy, 

improving image acquisition techniques, and adjusting the decision boundaries used in the screening 

process. Despite these areas for improvement, the proposed screening method represents a promising 

step towards the development of practical and reliable retinal image screening systems, contributing to 

more efficient and accurate diagnoses in clinical settings. 
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Introduction 

Vector optimization problems (VOPs) are extensively utilized across various scientific disciplines 

to tackle decision-making problems involving multiple conflicting objectives. Notable applications 

include the location problem [3] and antenna design [4]. The solution to a VOP consists of a set of non-

dominated points, commonly known as Pareto-optimal or efficient points. In 2018, Lucambio-Peréz 

and Prudente [5] introduced a conjugate gradient (CG) algorithm to solve VOPs. Since then, several 

other CG algorithms have been developed. Among these, the spectral CG (SCG) algorithm is notable, 

although its search direction is not descent in the vector setting, [2]. The authors introduced the JC CG 

method which is an SCG algorithm by using the Dai-Kou (DK) CG parameter with JC spectral 

parameters (JC), this is an extension of the in [1]. In this study, we redefined the DK parameter and JC 

spectral parameters in a new way (VJC). With these redefined parameters, the descent property and 

global convergence are established. A numerical experiment is presented to validate our findings, our 

methods is descent and appear to be the best-performing methods on the number of iterations and CPU 

time. The JC methods performed better in function and gradient evaluations. 

 

Methodology  

 

 
 

Results and Discussion 

We validate our theoretical findings by utilizing some benchmark test problems sourced from 

various multi-objective optimization (MOO) literature. The algorithms were coded in MATLAB 

R2023b. For numerical purposes, we utilize a scaled processing approach for VOP: 

𝑚𝑖𝑛𝑥∈𝑅𝑛(𝜆1𝐹1(𝑥),⋯ , 𝜆𝑚𝐹𝑚(𝑥)), 

where 𝜆𝑖 =
1

𝑚𝑎𝑥(1,‖∇𝐹𝑖(𝑥0)‖∞)
,  𝑖 = 1,2,3,⋯ ,𝑚, and 𝑥0 ∈ 𝑅𝑛. 

 

Based on the considered test problems, the performance profile of the presented result as seen in Figure 

1, shows that the proposed VJC- method is promising. 
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Figure 1.  Number of Iterations 

Significance 

It is well-established that a conjugate gradient (CG) direction that satisfies the descent property is 

more desirable than one that does not. In light of this, we propose an alternative JC SCG method that 

ensures the descent property. Consequently, our proposed method is preferable to the JC SCG method 

described in [2]. 
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1. Introduction 

In the summer of 2024, between the months March and May, many environmental anomalies 

occurred within Thailand, such as, rising temperatures which exceeded 40 degrees Celsius for more than 

a week. Another example would be unexpected thunderstorms beginning from early March and lasting 

the entire duration of summertime (https://www.tmd.go.th, online accessed on 2024). This shows that 

Thailand’s current weather conditions are extremely variable. These variabilities in weather conditions 

are one of many results of global warming, which is caused by the great amount of greenhouse gases in 

the atmosphere. Though this research is focused solely on Thailand in a closed environment, the 

greenhouse effect is a problem faced worldwide. Therefore, global warming is a dilemma that has 

gained a lot of attention universally and has been a common point for countries to band together and set 

goals aiming to reduce greenhouse gas emissions. Such movements are led by leading countries such 

as, China, who put forward a dual carbon target that aims to reduce the total amount of carbon emissions 

in China by 65% within the year 2030. This declaration has raised concerns in terms of the reality of 

carbon emissions in China, causing many researchers to find ways to accurately calculate carbon 

emissions. Such as ,( Leilei Han et al., 2022),who analyzed China’s carbon emission stability according 

to current changes in industrial structure and (Haokun Sui et al., 2022), who did a dynamic analysis of 

delayed carbon emissions influenced by China’s urbanization and population. Apart from China, other 

countries see the importance of this increasingly critical issue. For example, (Pita Donald et al., 2024), 

who used a mathematical model to explain carbon dioxide emissions for vehicles. In this paper, we use 

the numerical method with a delayed differential equation model of carbon emission-absorption under 

the influence of Thailand’s urbanization to analyze carbon neutrality. 

The structure of this research consist of as follows; The modeling of Carbon Emission- Absorption 

is presented in section 2. The result and discussion of numerical simulations of Carbon Emission-

Absorption model with data from Thailand is investigated in section 3. Finally, the concluding remarks 

are in the conclusion in section 4. 

 

2. Methodology 

The carbon emission-absorption model under the influence of urbanization (Fei et al., 2023) show 

in (1.1) ,and the description of each compartment is given Table 1. 

 
𝑑𝑥

𝑑𝑡
= 𝑟1𝑥 −

𝑟1𝑥2

𝑁1
+ 𝛼

𝑟1𝑥𝑦

𝑁2
      

 
𝑑𝑦

𝑑𝑡
= 𝑟2𝑦 −

𝑟2𝑦2

𝑁2
+ 𝑎 − 𝑎

𝑦(𝑡−𝜏)

𝑀
        (1.1) 
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Table 1. Descriptions of variable in the model (1.1) 

 

Parameter Description unit 

𝑥 Total carbon absorption at time t billion tons 

𝑦 Total carbon emissions at time t billion tons 

𝑟1 The annual growth rate of carbon absorption - 

𝑁1 
The maximum value of carbon absorption in a certain 

space 

billion tons 

𝛼 
The absorption coefficient of carbon emissions 

corresponding to carbon absorption 

- 

𝑟2 The annual growth rate of carbon emissions - 

𝑁2 The maximum environmental capacity of carbon emissions billion tons 

𝑎 
The influence coefficient of the speed of urbanization on 

the growth of carbon emissions 

- 

𝑀 The maximum value of urban carbon emissions billion tons 

𝜏 
Time of urban ecological process adapting to population 

migration 

years 

 

Table 2. Thailand's per capita carbon emissions (2010-2021) 

 

Year 2010 2011 2012 2013 2014 2015 

Metric ton 

per capita 
3.527 3.478 3.706 3.804 3.736 3.825 

Annual 

growth rate 
- -0.014 0.066 0.026 -0.018 0.024 

Year 2016 2017 2018 2019 2020 2016 

Metric ton 

per capita 
3.794 3.768 3.718 3.849 3.714 3.794 

Annual 

growth rate 
-0.008 -0.007 -0.013 0.035 -0.035 -0.008 

(https://data.worldbank.org/indicator/EN.ATM.CO2E.PC?locations=TH, CO2 emissions (metric tons 

per capita) - Thailand, accessed on 21 March 2024) 

 

In table 2, we can see an obvious increase in carbon in the year 2020 compared to the year 2010, 

with a slight decrease from the previous year, 2019. This decrease is most likely affected by the Covid-

19 pandemic. Even then, the decrease is miniscule, meaning that global events have very little impact on 

decreasing carbon emissions as opposed to increasing them. 
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Table 3. Thailand's annual carbon emissions (2010-2021) 

 

Year 2010 2011 2012 2013 2014 2015 

Values/ 

million ton 
248.7 249.3 266.7 268.4 275.3 275.5 

Annual 

growth rate 
- 0.002 0.070 0.006 0.026 0.001 

Year 2016 2017 2018 2019 2020 2021 

Values/ 

million ton 
280.8 286.7 284.7 279.1 264.6 279.2 

Annual 

growth rate 
0.019 0.021 -0.007 -0.020 -0.052 0.055 

(https://www.bp.com, bp Statistical Review of World Energy 2022 | 71st edition, accessed on 25 

November 2023) 

From table 3, we further reinforced the fact that though a minute change, carbon emissions can 

decrease with a certain rate. We will refer to this decrease in carbon emissions as carbon absorptions. 

 

3. Results and Discussion 

We choose a group of parameters to make each parameter as close as possible to the current situation 

in Thailand. In 2021, the amount of carbon emission is 0.28 billion tons (BP. ,2022) and the amount of 

carbon absorption is 0.11 billion tons. Thus we choose (x(t), y(t)) = (0.11, 0.28) for 𝑡 ∈ (−𝜏, 0) let r1 = 

0.01, r2 = 0.017, N1 = 0.02, α = 0.09, N2 = 0.02, 𝑎 = 0.075 and M = 1.57. 

 

 
Figure 1. The numerical simulations of carbon emission-absorption model under the influence of 

urbanization (1.1) compare with real data of real data of Thailand’s annual carbon emissions year 2010-

2021. 

 

http://www.bp.com/
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Figure 2. The numerical simulations of carbon emission- absorption model under the influence of 
urbanization (1.1) when τ = 0, 2, 5 and 10 respectively. 

 

On the Figure 2 we show the total of carbon emissions after the year 2021 follows an upward trend 

and reaches stability in the year 2037. The rise in carbon emissions is most obvious after 2 years. When 

τ = 0, 2, 5 and 10 the total carbon emissions reaches its peak at about 0.279, 0.279, 0.2804 and 0.2824 
respectively. As the value of τ increases, the maximum total of carbon emissions grows larger as well 
(2023-2037), meaning that areas with heavy industrial use for long periods of time will emit large 
amounts of carbon. 

 

4. Conclusion 

In this research, we used numerical methods with a carbon emission-absorption model under the 

influence of urbanization (1.1) to analyze the total values of carbon emissions and absorptions. The 

results obtained from the mathematical model (1.1) can be summarized as follows; 

1. The period of time used for the migration of the population and urbanization is a factor that 

affects the total amount of carbon emissions. 

2. We discovered that the total amount of carbon absorptions is a lot less than the total amount of 

carbon emissions. Therefore, to achieve carbon neutrality, some measures should be taken to control 

the growth rate of carbon emissions, such as, developing new technology for carbon capturing or 

promoting more renewable energy forms. 
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Introduction 

The design of continuous feeding fluidized bed reactors significantly influences their performance, 

which is critical for the effective utilization of biomass mixtures in energy production. Proper design 

of the gas distributor plate and solid tube inlet is essential to ensure stable fluidization and uniform 

distribution of fluidizing gas and solid particles within the reactor. This study aims to investigate the 

impact of gas–solid feeder design in bubbling fluidized bed gasifiers on system hydrodynamics using a 

coupling model of Computational Fluid Dynamics (CFD) and Artificial Neural Networks (ANN). 

 

Methodology 

A 2k factorial experimental design was employed to examine the effects of various gas and solid 

feeding configurations on key performance parameters, including the gas–solid mixing index and solid 

residence time. The CFD-ANN model was developed to simulate the hydrodynamics of a scaled-down 

bubbling fluidized bed gasifier, incorporating ternary biomass mixtures (wood chip, rice husk, palm 

shell waste) with silica sand as an inert material. The CFD model utilized the Gidaspow drag coefficient 

and an ANN trained with experimental data to predict system behavior under different feeder designs. 

 

Results and Discussion 

The simulation results revealed several critical findings regarding the influence of feeder design on 

reactor performance. The position and length of the solid inlet tube were found to significantly affect 

the solid residence time, with optimal configurations enhancing the residence time and improving the 

uniformity of particle distribution. Specifically, a faraway inlet position from the reactor center and 

shorter tube length facilitated better mixing and longer residence times, which are essential for efficient 

gasification. The design of the gas distributor plate also played a vital role. A well-designed distributor 

plate improved turbulence and mixing within the reactor, leading to more uniform gas and solid 

distribution. Enhanced turbulence promoted better contact between the biomass particles and the 

fluidizing gas, which is crucial for efficient conversion processes in gasification. The integration of 

ANN into the CFD model proved highly effective, offering precise predictions while reducing 

computational load. The ANN was adept at capturing the complex nonlinear relationships between 

feeder design variables and reactor performance metrics, enabling the identification of optimal design 

parameters without extensive computational resources. This approach allowed for rapid evaluation and 

optimization of various feeder designs, demonstrating the practical utility of combining CFD and ANN 

in industrial applications. 

 

Table 1. The ANOVA result of gas-solid mixing 

Source of 

variation 

SS DF MS F0 p-value 

DF2 0.0049 1 0.0049 4.58 0.0581 

SF1GF1 0.0028 1 0.0028 2.55 0.1412 

SF1GF2 0.0042 1 0.0042 3.92 0.0760 

SF1SF2GF1 0.0076 1 0.0076 7.09 0.0238 

SF1SF2GF1GF2 0.0047 1 0.0047 4.33 0.0642 

Residual 0.0108 10 0.0011   

Total 0.0350 15    
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SF1: Solid tube inlet position; SF2: Solid tube inlet length; GF1: Gas distributor opening area; GF2: 

Gas distributor flow pattern 

 

Significance 

This study underscores the importance of optimizing gas and solid feeder designs to improve the 

efficiency and performance of fluidized bed reactors. The integration of ANN into CFD simulations 

proved to be a powerful approach, reducing computational resources while maintaining high accuracy. 

The findings provide valuable guidelines for designing more effective gas–solid feeding systems for 

biomass gasification, contributing to advancements in sustainable energy production technologies. 

 

 
Figure 1. The solid distribution contour of different reactor designs. 
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Introduction 

Fluidized bed combustion technology has gained prominence in promoting electricity production 

from biomass. However, a significant challenge arises when there is a scarcity of biomass in a specific 

location or during certain seasons. Using a single type of biomass can lead to low thermal efficiency. 

To address this issue, mixed biomass is considered a potential solution. Nevertheless, the mixing 

behavior and heat transfer of mixed biomass particles in a bubbling fluidized bed have not been 

extensively studied. This research focuses on investigating the mixing behavior and heat transfer 

characteristics of various biomass combinations within a bubbling fluidized bed. The results aim to 

provide guidelines for efficiently utilizing mixed biomass and identifying optimal conditions for 

operation.  

 

Methodology 

This study simulates a bubbling fluidized bed with dimensions of 20 cm in width, 3 cm in depth, 

and 100 cm in height. Spherical silica sand and cylindrical biomass particles, including wood chips 

and sugarcane bagasse, which vary in size and aspect ratios,  are used in this system. The study 

categorizes bagasse into coarse, fine, and all sizes based on granulometric analysis. It examines 

various biomass types, loadings (2.5%, 5%, and 7.5% by weight), and blending ratios of wood chips 

to bagasse (1:1, 3:1, and 1:3) to assess their effects on mixing and heat transfer. During initial packing, 

with a total particle mass of 400 g at 30 °C, hot air enters the bed from the bottom inlet at 1.8 m/s. The 

Lacey mixing index is used to measure mixing quality. The study uses a two-way coupling approach 

of Computational Fluid Dynamics-Discrete Element Method (CFD-DEM) simulations, with Ansys 

Fluent (2020 R2) for fluid flow and Rocky DEM (4.5.1) for particle interactions, using time steps of 1 

× 10⁻⁴ s and 2 × 10⁻⁵ s, respectively, over a total simulation time of 30 s for each case. 

 

Results and Discussion 

The developed CFD-DEM model was validated using experimental data from Ma and Zhao2, which 

investigated the fluidization behavior of biomass and silica sand. The parameterized Syamlal and 

O'Brien drag model used for validation showed good agreement with the experimental results. The 

study concludes that coarse bagasse provides the most efficient mixing behavior and highest mixing 

index for single biomass mixtures. For mixed biomass mixtures, the optimal condition is a blending 

ratio of 1:3 (wood chips to coarse bagasse) with 5% biomass loading using 1 mm silica sand due to the 

difference in aspect ratio and equivalent diameter of some biomass particles aiding in the mixing 

behavior. The use of smaller silica sand particles enhances fluidization intensity and mixing efficiency. 

However, varying biomass loadings have no noticeable effect on mixing. Additionally, differences in 

equivalent particle diameters are identified as the most crucial factor in selecting suitable biomass sizes 

for fluidized bed systems. Furthermore, in the case of mixed biomass, the average temperature of all 

particles slightly increases over time due to improved fluidization intensity when using different silica 

sand sizes. Variations in silica sand sizes also result in differing particle convective heat transfer rates, 

which influence the temperature within individual particles. Therefore, improving the mixing of 

biomass and silica sand by using smaller silica sand particles can correspondingly enhance the heat 

transfer of mixed biomass.  
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Significance 

• Coarse bagasse size provides efficient mixing behavior for a single biomass mixture. 

• A blending ratio of 1:3 (wood chips to coarse bagasse) with 5% biomass loading, using 1 mm 

silica sand, is identified as an appropriate condition. 

• Biomass size differences play a significant role in mixing, while biomass loadings had minimal 

influence. 

• The enhancement of mixing through the use of smaller silica sand particles (with a size of 1 

mm) improves the heat transfer of mixed biomass. 

This study provides valuable guidelines for optimizing biomass conditions for operation in 

industrial fluidized bed applications. 

 

 
Figure 1.  Comparison of the time-averaged mixing indexes across various biomass mixtures and silica 

sand sizes, along with the solid distribution contour of the mixed biomass mixture. 
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Introduction 

According to the increasing global population, total energy consumption is also increasing. Most vital 

energy sources come from electricity generated through power plants. In power plant operations, there 

are two main types of combustion processes in boiler power plants: coal and biomass. The benefit of 

coal as a combustion material is its higher heating value, but it has environmental drawbacks. Due to 

environmental concerns, biomass, a renewable fuel, plays an important role in pollution reduction. 

Therefore, this research focuses on the variation of operating conditions in co-firing circulating 

fluidized bed boilers using computational fluid dynamics. 

 

Methodology 

A three-dimensional model of the boiler was constructed by using the commercial software Ansys 

design modeler as a computational domain and validated with industrial data. The study on the variation 

of operating conditions uses the 2k factorial design of experiments to evaluate results. Three parameters 

were investigated in this work: wood blending ratio, mixed fuel flow rate, and inlet air temperature. In 

addition, there are 3 response parameters in the environmental and performance aspects, Global 

warming potential (GWP), acidification potential (AP), and heat duty. 

 

Results and Discussion 

As the wood blending ratio increases, the global warming potential (GWP) and acidification potential 

(AP) decrease due to the lower carbon content in the biomass fuel and reduced NOx and SO2 formation 

potential. In contrast, the heat duty from the heat exchanger decreases when the wood blending ratio 

increases because the heating value of biomass is lower than that of coal. For mixed solid fuel, the AP 

increases as the amount of solid fuel increases due to higher flue gas and pollutant emissions. 

Additionally, the heat duty increases with the amount of solid fuel due to the higher rate of heat transfer 

from the increased flue gas. Regarding air temperature, an increase in air temperature leads to an 

increase in heat duty due to the higher temperature gradient, which enhances heat transfer potential. 

Finally, the optimum condition for low-emission and high-efficiency (LEHE) operation is proposed: an 

air-to-fuel ratio of 5.89 and an inlet air temperature of 188°C. 

 

 

Significance 

● The research focuses on optimizing operating conditions in co-firing circulating fluidized bed 

boilers using computational fluid dynamics (CFD). 

● The study employed a 2k factorial design to evaluate the effects of three parameters: wood 

blending ratio, mixed fuel flow rate, and inlet air temperature. 

● Increasing the wood blending ratio reduces environmental impact. However, the heat duty from 

the heat exchanger decreases as the wood blending ratio increases. 

● Higher amounts of mixed solid fuel increase environmental, but the heat duty rises with more 

mixed solid fuel. 

● Higher air temperature enhances heat duty due to a higher temperature gradient. 

● For low-emission and high-efficiency (LEHE) operation, the optimal conditions are an air-to-fuel 

ratio of 5.89 and an inlet air temperature of 188°C. 
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Figure 1. Heat duty contour as a function of wood blending and fuel flowrate. 
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Introduction 

Alternative energy remains a challenge in recruiting sustainable resources for electricity 

generation. Biogas is a product from anaerobic digestion and has the potential to be a key player 

in the sustainable energy transition by producing green electricity [1]. In pulp and paper industry sector, 

biomass is used to produce electricity. Biogas is then integrated to improve combustion in the system. 

However, there are many factors that make the efficiency of biomass combustion unstable which needs 

to investigate. 

Computational Fluid Dynamics (CFD) is a method derived from several domains of fluid 

dynamics and heat transfer, to solve difficult issues [2], particularly in chemical reactions like 

combustion. 

In this study, CFD is used to study the usability of biogas in bubbling fluidized bed boiler by co-

firing biogas with biomass with two feeding positions: the load burner and the first row of secondary air 

inlets to study the potential of biomass reduction, thermal duty, and finding the proper position to feed 

the biogas without modifying the boiler. 

 

Methodology 

To study hydrodynamics, and chemical reaction kinetics, the momentum, energy, and mass 

conservation need to be used in the Ansys Fluent, including the two-fluid model with kinetic theory of 

granular flow (KTFG). The model was constructed with 3D and studied grid independent with size of 

0.8, 0.6, 0.5, and 0.4 meters. The most proper cell size was 0.5 meter with 860,000 cells in total. There 

were 3 material phases in this simulation: sand phase, gas phase, and biomass phase. To ensure accuracy 

in heat exchange and phase interaction, Gidaspow's drag model, Gunn's heat transfer, and the standard 

k-  viscous model were employed. 

 

Results and Discussion 

The biogas co-combustion with biomass in fluidized bed boiler could affect thermal duty, 

hydrodynamics by increasing the furnace temperature significantly and decreasing the bed temperature 

without changing the flue gas composition. The temperature gradients above the bed of two cases 

were higher than the base case. As a result, the furnace temperatures were 

increased. This is the result of feeding biogas with the assisting of volatile combustion. The firing 

position in the base case shows fuel burning at the bed surface and slightly above the bed. But in the 

other two scenario cases, biogas was added above the bed. This causes the combustion reaction to be 

occurred at higher position. 

The feeding at load burner case offered the temperature of 898.52 K at the furnace while the base 

case provided the temperature of 864.85 K. The furnace temperature of the feeding at load burner case 

was higher than the base case about 30 ˚C. In addition, the distribution of internal temperatures was not 

as even as it ought to be because of high temperature at load burner shift the overall temperature to the 

left side. Poor heat exchange occurs in the water pipe on the right side. Additionally, interior materials 

may erode because of the high temperature around the load burner. The temperature at the furnace for 

the feeding at first row of the secondary air inlet case was 906.02 K, which was approximately 40 ˚C 

higher than the base case. Comparing to the other two cases, the interior temperature distribution was 

better. The feeding at load burner case and the feeding at the secondary air inlet case had bed 

temperature about 20 °C lower than the base case. This is because all the fuel in the base case burns on 

the bed's surface while the biogas fuel for the feeding at load burner case and the feeding at secondary 

air inlet case are located above the bed. As a result, there is no heat buildup on the bed. The burning of 

volatile materials will assist the system combustion. In this study, the internal heat dispersion in the 
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boiler of the feeding at the secondary air inlet case was better. This leads to improved heat exchange at 

the water pipes. Furthermore, there may be a problem with internal material erosion from heat 

accumulated at the feeding at load burner. For this reason, the feeding at secondary air inlet is a more 

suitable location to feed the biogas to improve the steam boiler without modifying the boiler. 

 

Significance 

To improve the power generation process using biogas combined with biomass in a bubbling 

fluidized bed boiler without modifying the boiler. 

 
Figure 1. Temperature Profile of (a) base Case, (b) load burner case, and (c) first row of 

secondary air inlet case. 
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ABSTRACT 

Particulate filtration efficiency (PFE) assessment is a crucial aspect of testing filter media. Several 

PFE testing protocols are standardized for specific applications; for example, ASTM-F2299 for 

disposable medical masks, NIOSH-STP-0059 for N types respirators, and ISO-29463-3 for HEPA and 

ULPA filter media evaluation. Several PFE testers on the market that claim to be in ASTM- F2299 

and the cost of purchasing these commercial PFE testers is notably high, and the recommended testing 

labs for example Nelson lab often have long lead times. This situation highlights the need for a more 

accessible and compliant testing solution. In this study, we designed and fabricated a customized 

MMRI PFE tester mounting assembly prototype for the ASTM-F2299 test. The filter holder assembly 

consists of two fluid domains: upstream and downstream. The airstream, uniformly mixed with 

particles, enters the upstream domain, passes through the filter material, and exits via the downstream 

domain. To validate our prototype, we used computational fluid dynamics (CFD) software (ANSYS 

FLUENT 2024R LNC) to study airflow behavior in the sample holder. A laminar physics model was 

used at various airflow rates of 5, 10, 15, and 19.5 L/min. The simulation results confirmed that the 

airflow before entering the upstream sampling region and after leaving the downstream sampling 

region was laminar, with face velocities ranging from 2.98 to 11.70 cm/s and Reynolds numbers below 

1,000. Every flow rate is within the criteria specified in the ASTM F2299 standard. Furthermore, we 

also conducted experimental validation of our custom MMRI PFE tester with melt-blown and glass 

fiber filters as reference media. The experimental data and the simulated results were in good 

agreement, there was only a 0.3%-4.8% difference in pressure drop between these results. These 

findings clearly showed that our custom sample holder and PFE testing system comply with the 

ASTM-F2299 standard. 

 

Keywords: computational fluid dynamics (CFD), particulate filtration efficiency (PFE), ASTM- 

F2299, filter holder, face mask 

 

1. Introduction 

The World Health Organization (WHO) declared COVID-19 a pandemic in March 2020, 

following its rapid global spread and thousands of deaths [1]. As of September 18, 2021, about 227 

million cases and 4.67 million deaths were confirmed, resulting in one of the most severe pandemics 

in history[2]. Health authorities recommend the use of masks as a preventive measure against 

COVID-19 and other illnesses that are transmitted through droplets and aerosols [3]. Therefore, the 

WHO strongly suggests critical preventive measures involving social distancing, wearing face masks 

in public, hand washing, and so on, to self-protect from potential infection[4]. The demand for 

certified medical masks and respirators among health care and other frontline workers has increased 

dramatically, putting existing manufacturing and supply chains under strain and demanding rapid 

testing and certification of new materials by new producers[5]. Several companies have launched 

mailto:kritchard.w@chula.ac.th
mailto:%2Aratthapol.r@chula.ac.th
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filter and mask testing instruments into the market, especially for particulate filtration efficiency 

(PFE) testing, the most critical aspect of air filter and mask testing and development. 

Standardized performance classification and testing procedures of PFE testing for disposable 

medical masks, respirators and other air filter media exist from organizations such as American 

Society for Testing and Materials (ASTM), International Organization for Standardization (ISO) and 

National Institute for Occupational Safety and Health (NIOSH) of the United States of America. 

Since the classification and intended use of articles in each standard are different, the specifics of 

these testing processes vary greatly. For example, the PFE testing protocol for N-series respirator 

NIOSH 42 CFR Part 84, which is the standard for respirator devices, such as N95 and N99 

respirators, employed salt particles with mean diameter of 0.075 um under specific testing condition 

using specific instrument design. The PFE testing protocol per ASTM F-2299-2019, the PFE testing 

for disposable medical face per ASTM F2100 classification, use polystyrene latex (PSL) spheres with 

a mean diameter of 0.1 μm and specific testing condition. While these standards employ similar testing 

concepts in general, their testing condition differ and are often not interchangeable [3, 6]. During the 

pandemic crisis, the shortage of personal protective equipment (PPE) was severe, particularly in 

terms of the supply of N-types and surgical masks. [7]. 

In response, we have designed and built a custom MMRI PFE testing system per ASTM-F2299 

guidelines, with an interchangeable sample holder for ISO-29463-3 testing capability extension in the 

future. The filter holder assembly consists of two fluid domains: upstream and downstream. The 

airstream, uniformly mixed with particles, enters the upstream domain, passes through the filter 

material, and exits via the downstream domain. In this study, we use computational fluid dynamics 

(CFD) as mean to gain a better understanding of an air flow behavior in the PFE tester. A filter holder 

that accurately replicates the actual system was designed using a design modeler. The airflow 

characteristics inside the test rig at various volumetric flow rates were examined through 

computational fluid dynamics (CFD) simulations using ANSYS FLUENT 2024R. The simulation 

results were assessed against ASTM F-2299 criteria, i.e. Reynolds number, face velocity, and flow 

behavior. Lastly, we validated the simulation results with experimental result by measuring a pressure 

drop reference materials; i.e. melt blown and glass filter material media, at 5, 10, 15, and 19.5 L/min 

flow rates. 

 

2. Methodology 

This study was conducted in two stages: experimental work and ANSYS Fluent simulations. In 

the results and discussion section, both models were validated using experimental data of pressure 

drop and key testing parameters face velocity, Reynolds number, and flow behavior, as specified by 

the ASTM F2299 standard. 
 

2.1. Experimental 

2.1.1 Filter material characteristics: Porosity determination 

This section of the study examined the porosity of different filter materials: melt-blown and glass 

fiber. The filter material diameter was 3.8 cm, and the thicknesses of melt-blown and glass fiber were 

0.01 cm and 0.042 cm, respectively. The liquid displacement method was used to determine the 

porosity using equation 1 [8] and the ethanol density was 0.789 g/cm3. A micrometer was used to 

measure the thickness of the filter materials, and their weights were measured using a precision 

balance. 

 

𝜀 =
𝑤𝑤−

𝑤𝑑
𝜌𝐼

𝑤𝑤−
𝑤𝑑
𝜌𝐼

+
𝑤𝑑
𝜌𝑝

     Eq.1 

 

𝑤𝑤 and 𝑤𝑑 denote the weight in grams of wet and dry filter samples respectively, 𝜌𝐼 shows the 

density of the ethanol (g/cm3), and 𝜌𝑝is filter material density(g/cm3) 
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2.1.2 Filter material characteristics: Material resistance coefficient determination 

Material resistance coefficients, i.e. inertial resistance, viscous resistance, and permeability of the 

filter materials are critical input parameters for porous zone condition in CFD simulation. These 

parameters were determined from a pressure drop across filter media at various air velocity. 

The pressure drop of the reference filter media, were measured using a customized MMRI PFE 

testing system. The MMRI tester, with a schematic diagram as shown in Figure 1, was designed and 

assembled together using ASTM F2299 and ISO 29463-3 standard as guideline. In short, the system 

consisted of a filter-dried air source, a particle generator (Lighthouse Worldwide Solutions, USA), 

upstream and downstream air flow meter (MF 5706, Silicon Micro-Electro Mechanical System, 

China), a differential electrical mobility classifier (DEMC 2000, PALAS, Germany) coupling with 

neutralizer unit, a MMRI custom designed test rig, upstream and downstream condensation particle 

counters (UF-CPC-50 PALAS, Germany), a pressure differential gauge (PAT 420D, Ventilation 

Control Products Sweden AB, Sweden), temperature and humidity sensor (Lighthouse Worldwide 

Solutions, USA) and vacuum pump. In typical PFE test, the filtered dry air was used to generated 

PSL aerosol, which then homogenized, classified and neutralized and passes through a filter material 

at specific velocity before exited through the outlet. 

In this particulate study, the pressure drop was measured using a clean dried air without PSL 

particles. Before commencing the experiment, triplicate samples of both melt-blown and glass fiber 

filters were prepared, each cut into a circular shape with a diameter of 8 cm. Pressure drop 

measurements were obtained from air differential pressure transmitter at flow rates ranging from 1 

L/min to 19.5 L/min. 

 

Figure 1.Schematic diagram Customized MMRI PFE Tester 

 

2.2. Computational Fluid Dynamics (CFD) simulation by ANSYS FLUENT 2024R 

2.2.1. Governing Equations for gas flow 

The airflow through the fibrous medium was considered a steady-state laminar flow in the filter 

material. The flow was determined using the conversion of the momentum equation and the two- 

dimensional continuity equation Eq. (2) and Eq. (3). 
𝜕𝜌

𝜕𝑡
+ 𝜌 (

𝜕𝜇

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
) = 𝑆𝑚     Eq.2 

𝜕𝑉

𝜕𝑡
+ (𝑈⃗⃗ ∙ ∇)𝑉 = 𝑓 −

1

𝜌
∇𝑝 +

𝜇

𝜌
∇2𝑉    Eq.3 

𝜌- Fluid density, Kg/m3, 𝑆𝑚-Mass source term, ƒ- External force on unit volume fluid, 𝑈 - Velocity 

vector, 𝜇- Dynamics viscosity, Pa.s. 

 

2.2.1. Geometry and Meshing 

The evaluation of pressure drop in the MMRI PFE tester sample holder as shown in (Figure 2A) 

was conducted via CFD study using Ansys Fluent 2024R. Two geometries were created in the design 

modeler melt-blow (Model 1) and glass fiber filter (Model 2) thicknesses of 0.01 cm and 0.042 cm 

respectively as shown in Figure 2B and 2C. Unstructured meshing with smaller element sizes was 

generated to enhance convergence and reduce the time required to obtain results. We conducted a 

grid independence test by decreasing the element size from 1.70 mm to 1.60 mm. Within the range 
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of 1.65 mm to 1.60 mm, the simulation results for pressure drop and face velocity remained unaffected 

by changes in grid size. We established a mesh with a total of 998,932 elements for the sample holder 

assembly and mesh quality matrices as shown in Table 1. Both models were simulated at the flow 

rate of 5, 10, 15, 19.5 L/min. 

 
Figure 2. (A) Sample holder mounting assembly (dimensions in cm), (B) Model 1 Melt-blown (C) 

Model 2 Glass fiber 

 
Figure 3. Sample holder meshing 

 

Table 1: Mesh matrices quality 

Quality 

Matrices 

Average 

Skewness 

Average 

Orthogonal 

Quality 

Average 

Elements 

Quality 

Element 

Size(mm) 

Number of 

Elements 

Mesh 

Quality 
0.091 0.986 0.925 1.65 998,932 

 

2.2.1. Boundary condition and Solver Setting 

A 3D model was configured in this study as shown in Figure 4A. The sample holder model was 

simulated in two conditions with a melt-blown filter (Model 1) and glass fiber filter (Model 2) and 

filter thicknesses were changed by 0.01 cm and 0.042 cm respectively. The model's wall motion was 

stationary and had no shear stress on it. The inlet velocity is calculated by dividing the experimental 

discharge by the area of the inlet pipe [9]. The inlet velocity was set within a range of 8.7 cm/s to 

33.8 cm/s and 0 pressure at the outlet. P1 and P2 were the actual locations of the pressure probes in 

our testing system we aimed to determine the pressure on these points in the simulation and also 

calculate the filter face velocity (cm/s) upstream. The Reynolds number was determined using the 

formula specified in the ASTM F2299-2019 standard [10]. Calculations were performed at upstream 

planes ranging from 0.5-u to 11-u, and at downstream planes from 0.5-d to d-7, where the distance 

between each plane (1d) was 6 cm. The following equation was employed to calculate the inlet 

velocity, filter face velocity, and Reynolds number. 

 

Inlet velocity (cm/s) and Face velocity (cm/s): 

𝑣 =
𝑄

𝐴
      Eq.4 

𝜈 is velocity (cm/s), 𝑄 is denoted volumetric flow rate (cm3/s) and 𝐴 is cross-sectional area(cm2) 

Reynolds Number: 
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𝑅𝑒 =
𝜌𝑧𝐷

𝜇
     Eq.5 

Here, air density (kg/cm3),  is the velocity of air (cm/s), D is inside the sampling diameter line (cm), 

and µ is the viscosity of air (kg/m-s). 

 
Figure 4. (A) computational domain in this study (B) Average Reynolds number determination 

 

Table 2. Solver setting summary 

 
2.2.1. Porous Zone Condition 

A porous medium simulation examines the behavior and transport of molecules and particles 

through structures such as packed beds, perforated plates, and filter sheets [11]. In ANSYS Fluent, 

this simulation integrates the velocity, viscous, and inertial resistance terms from the Navier-Stokes 

equations, along with an additional pressure drop to accurately represent the flow through the porous 

medium. The porous medium represents the filter material so that the air streamline is utilized in a 

particular direction where the Darcy-Forcheimer equation is used in the ANSYS Fluent as the external 

body force term. 

∆𝑝

∆𝑥𝑖
= −

𝜇

𝛼
𝑣𝑖 + 0.5 ∙ 𝐶2 ∙ 𝜌 ∙ |𝑣| ∙ 𝑣𝑖   Eq.6 

The variables 
1

𝑎
 and 𝐶2 represent the viscous and inertial resistance coefficients, respectively, in the 

direction 𝑖 (aligned with the air streamline through the filter material) based on the pressure drop 

across the porous medium. To determine these coefficients, a curve-fitting graph of pressure drop 

versus velocity should be constructed, with the function derived by comparing two equations and Eq. 

(6) and (7). The viscous resistance coefficient 
1

𝑎
 and the inertial resistance coefficient 𝐶2 can then be 

calculated using Eq. (8) and Eq. (9). 

∆𝑝 = 𝛼𝑣𝑖
2 + 𝑏𝑣𝑖 + 𝑐     Eq.7 

1

𝑎
=

𝑏

𝜇∙∆𝑥
      Eq.8 

𝐶2 =
2𝑎

𝜌∙∆𝑥
      Eq.9 

Where Δx represents the thickness of the filter material parallel to the direction of the air streamline, and 

ρ and μ denote the density and viscosity of the fluid flow, respectively. 

3. Result and Discussion 

3.1.1 Filter material characteristics: Porosity 

The porosity of the melt-blown and glass fiber filter materials was measured using the liquid 

displacement method, and the results show that the melt-blown filter had a porosity of 0.80, 

suggesting that empty spaces account for 80% of its volume. This high porosity indicates that the 

melt-blown filter allows for higher airflow and a low-pressure drop. [12], decreasing material 
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resistance and increasing permeability. In comparison, the glass fiber material had a lower porosity of 

0.70 and a considerable high-pressure drop due to its strong resistance. 

3.1.2 Filter material characteristics: Material resistance coefficient 

In this section, the material resistance properties of filters were determined by analyzing the 

pressure drop and velocity experimental data. The pressure drop across both filter materials was 

measured at air flow rate from 1 L/min to 19.5 L/min. As the airflow rate increased from 1 L/min to 

19.5 L/min pressure drop and face velocity of both material melt-blown and glass fiber filter also 

increased from 2.50 Pa to 70.65 Pa and 0.66 cm/s to 11.60 cm/s respectively. This behavior is 

attributed to the fact that higher airflow rates impose a greater force on the filter material, resulting in 

increased resistance and, consequently higher pressure drop. The melt-blown filter consistently 

shows a lower pressure drop compared to the glass fiber filter due to higher porosity. 

The material resistance properties, i.e. inertial resistance, viscous resistance, and permeability of the 

reference filter media (melt-blown and glass fiber filters) were determined by a curve fitting analysis 

from the relationship between the pressure drop versus velocity utilizing a quadratic Eq. (7) to 

account for a viscous and inertial resistance components. The variables 
1

𝑎
 and 𝐶2 represent the viscous 

and inertial resistance coefficients, respectively. Eq.(8) and Eq.(9) were used to calculate these 

coefficients and results as shown in Table 3. 

 

Table 3. Filter materials resistance 

Filter material 

1

𝑎
, Viscous 

resistance (m2) 

𝐶2, Inertial 

resistance 

(m-1) 

Permeability 

(m-2) 
Porosity 

Thickness 

(cm) 

Melt blown 1.45781E+11 688500.68 6.86E-12 0.80 0.010 

Glass fiber 83731178847 514441.20 1.19E-11 0.70 0.042 

 

3.3 CFD simulation 

3.3.1 Air Flow Behavior 

In this section of the study, the flow behavior within the test rig was observed and compared 

with the ASTM F2299 standard. According to the standard, the flow must be in laminar region with 

Reynolds number not exceeding 1,000. Figures 5, and 6 present the velocity contour from the 

simulation inside the entire test rig domain for the melt-blown filter and glass fiber filter, respectively. 

The results indicate that airflow velocity is highest at the center of the sample line, while it decreases 

near the walls due to frictional effects. At flow rates ranging from 5 L/min to 10 L/min, the flow 

behavior was confirmed to be laminar for both the melt-blown and glass fiber filters. The velocity 

contours further illustrate the laminar nature of the flow within the sample section line, and the 

calculated Reynolds numbers also validated this flow behavior. When the airflow increased to 15 

L/min and 19.5 L/min for both melt-blown and glass fiber filters, while the airflow in the testing 

chamber still is the laminar flow, the velocity contours close to the entrance revealed higher air 

velocity regions and large velocity difference between the center and the wall region. This 

discrepancy suggests that the flow may demonstrate transitional behavior in certain areas at these 

higher flow rates. Further studies are currently ongoing to investigate this issue, and the findings will 

be reported in future work. 
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Figure 5. Velocity contours of sample holder with melt-blown filter at flow rates (A) 5 L/min (B) 10 

L/min (C) 15 L/min (D) 19.5 L/min and validation with ASTM F2299-19 Standard 

 
Figure 6. Velocity contours of the sample holder with glass fiber filter at flow rates (A) 5 L/min (B) 10 

L/min (C) 15 L/min (D) 19.5 L/min and validation with ASTM F2299-19 Standard 

 

3.3.2. Average Reynolds Number 

According to the ASTM F2299 standard, the Reynolds number in the testing condition must be less 

than 1000 throughout the sample section line to ensure the laminar flow of the testing aerosol stream. 

The average Reynolds number of air streams at different positions in the test rig and different flow 

rates were calculated using Equation 5, as shown in Figure 7. The average Reynolds number for the 

melt-blown sample at a flow rate of 5 L/min was 121. The planes ranged from u-0.5 to u-11 upstream 

and d-0.5 to d-7 downstream. A higher Reynolds number of 122 was observed at the melt-blown 

sample plane (x-0) due to the increased velocity at that location. Similarly, at 19.5 L/min, the 

Reynolds number at the melt-blown filter plane (x-0) was 474. The u-11 plane had a higher Reynolds 

number of 481 due to the high airflow velocity in this region. The average Reynolds number across 

the upstream and downstream planes ranged between u-10 and d-7 planes, with an overall average of 

472 shown in Figure 7A. The simulation results for the Reynolds number of the glass fiber filter were 

similar to those of the melt-blown filter, except for a higher Reynolds number of 487 at the u-11 

plane. The Reynolds number ranged from 121 to 472 in the upstream and downstream planes for flow 

rates ranging from 5 L/min to 19.5 L/min. These results indicate that the airflow inside the MMRI 

PFE test rig at all velocities are laminar and conforms to the ASTM F2299 standard. 
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Figure 7. Validation of Simulation average Reynolds number (A) Melt Blown Filter (B) Glass Fiber 

Filter with ASTM F2299 Standard. 

 

3.3.2. Face Velocity 

ASTM F2299 stated that the face velocity of filter material should not exceed 25 cm/s. This section 

examined the face velocity results from experimental measurements and simulations of melt-blown 

(MB) and glass fiber (GF) filters at various air flow rates (5, 10, 15, and 19.5 L/min). There is a 

positive correlation between airflow and face velocity; as the airflow increases, the face velocity also 

increases [13]. Figure 8A indicates that the melt-blown filter's face velocity values ranged from 2.95 

cm/s to 11.70 cm/s, instead the simulation values were nearly the same, ranging from 3.02 cm/s to 

11.70 cm/s, with a percentage difference of 0.17% and 2.44%. Similarly, in Figure 8B, with the glass 

fiber filter, experimental face velocities ranged from 3.0 cm/s to 11.70 cm/s, while simulation values 

were nearly comparable, showing a 2% to 3% difference. These findings confirm that the MMRI PFE 

tester sample holder complies with the ASTM F2299-19 standard. Simulation and experimental data 

of face velocity within the limit of the standard as shown in Figure 8. 

 
Figure 8. Validation of Experimental and Simulation Face Velocity (A) Melt Blown (MB) Filter (B) 

Glass Fiber (GF) Filter 

 

3.4. Validation of Pressure Drop Predictions 

The model validation was done first, by comparing experimental pressure drop data to simulation 

findings. The pressure drop across the melt-blown and glass fiber filters was analyzed both 

experimentally and through CFD simulation. The experimental data for the melt-blown filter 

demonstrated a linear increase in pressure drop with increasing flow rate, as is characteristic of the 

porous medium [14]. At an airflow rate of 5 L/min, the recorded pressure drop was around 12 Pa, 

whereas at 19.5 L/min, it was 46 Pa. The CFD results closely matched these experimental numbers, 

with a pressure drop of 11.82 Pa at 5 L/min and 45.93 Pa at 19.5 L/min as shown in Figure 9. 

Similarly, for the glass fiber filter, the experimental pressure drop value increased linearly with the 

flow rate, from 18.33 Pa at 5 L/min to 70.67 Pa at 19.5 L/min. The simulation findings were nearly 

identical, with values of 18.74 Pa and 74.12 Pa at the respective flow rates. The simulation predicts a 

slightly larger pressure drop at higher velocities, suggesting that the model is slightly more cautious 

in anticipating filter resistance. The percentage difference between experimental and simulation 
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results for melt-blown and glass fiber filters was carefully investigated across a range of 5 L/min to 

19.5 L/min. The investigation found that the simulation model keeps a high degree of accuracy, with 

percentage differences ranging from a minimum of 0.32% to a maximum of 4.8%. 

 

 
Figure 9. Experimental vs simulated value of pressure drop for (A) Melt Blown (MB) Filter 

(B) Glass Fiber (GF) Filter 
 

4. Conclusion 

This study successfully designed, fabricated, and validated a custom particulate filtration 

efficiency (PFE) testing system that was compliant with the ASTM F2299-19 standard. 

Computational Fluid Dynamics (CFD) simulations using ANSYS Fluent 2024R demonstrated that the 

airflow within the sample holder remained laminar, with face velocities and Reynolds numbers within 

the acceptable range specified by the ASTM F2299 standard. Experiments validation using the melt-

blown and glass fiber filter media produced good agreement with CFD simulation results, with 

pressure drop differences ranging from 0.3% to 4.8%. The melt-blown filter had a higher porosity of 

0.80 and a lower pressure drop than the glass fiber filter, which had 0.70 porosity. The filter material 

resistance analysis showed that the melt-blown filter had lower viscous and inertial resistance, 

resulting in higher permeability when compared to the glass fiber filter. The assessment of the 

Reynolds number, face velocity, and flow behavior inside the test rig confirm the sample holder 

design conformity with the ASTM F2299 standard. Our design offers a low-cost alternative PFE test 

rig with ASTM F2299 compliance for accurately assessing the filtration efficiency of various filter 

media. 
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Introduction 

Microplastics have become a significant environmental concern, impacting both freshwater and 

marine ecosystems. In response, extensive research has been conducted to explore methods for 

separating microplastics from water. One area of investigation involves the use of Computational Fluid 

Dynamics (CFD) models to study hydrocyclones and their intricate flow patterns. In this study, CFD 

was systematically employed to examine the separation of microplastics in hydrocyclones. The 

efficiency of these hydrocyclones was evaluated based on key performance metrics, including the 

percentage of microplastics recovered, the water split percentage, and the pressure drop. As a result of 

this comprehensive investigation of feed velocity and inlet type in hydrocyclone. 

 

Methodology 

In this study, the liquid-gas-solid system was analyzed using the Eulerian-Eulerian CFD model to 

investigate the hydrodynamics and separation of microplastics in hydrocyclones. The mixture model 

was employed to solve a single set of mass and momentum conservation equations for the liquid-gas-

solid mixture and utilized an algebraic model for particle-liquid phase interactions. Water and solids 

were fed into the hydrocyclone, with the outlet condition set to 1 atm pressure and air backflow. Initially, 

the hydrocyclone was filled with air. The effect of the feed inlet was investigated in a mini hydrocyclone 

with a body diameter (Db) of 20 mm and inlet diameters (Di) of 4 mm. The cylindrical section (H) and 

conical section (Hc) have heights of 16 mm and 152 mm, respectively. The vortex finder (Hv) has a 

length of 10 mm and a thickness of 2 mm. The overflow (Do) and underflow (Du) have diameters of 4 

mm, designed to enhance the separation efficiency of the hydrocyclone, including the recovery of 

microplastics and the water split. The water containing PET particles with a diameter of 10 µm was 

introduced into hydrocyclones with 3-12 m/s of velocity and a concentration of 0.1% by volume.  The 

system’s outlet pressure was maintained at 1 atm. This work aims to study effect of feeding operation 

to achieve high microplastics recovery and low water split. 

 

Results and Discussion 

The hydrodynamic effects of the ratios of underflow diameter to cylindrical diameter, overflow 

diameter to cylindrical diameter, cone height to cylindrical height, and inlet angle were examined. The 

efficiency of the hydrocyclone was assessed based on the percentage of microplastics recovered and the 

percentage of water split as can be seen in Fig. 1A. The results indicate that a higher inlet velocity 

enhances microplastics recovery for both inlet types and improves water split for the two-inlet type. 

Energy consumption, represented by pressure drop, is shown in Fig. 1B. The findings reveal that higher 

inlet velocities result in increased pressure drops. When comparing systems with equal mass flow rates 

(3 m/s two-inlet compare with 6 m/s one-inlet), the two-inlet configuration demonstrates a lower 

pressure drop in the hydrocyclone system that relate to lower energy consumptions in the system.  

 

Significance 

The increasing inlet velocity improves microplastics recovery and can reduce water split in two-

inlet configurations. The two-inlet feed type hydrocyclone consumes less energy compared to the one-

inlet configuration at the same mass flow rate.  
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Figure 1.  Computational result of microplastics in hydrocyclone with different feed inlet (A) 

%microplastic separation, (B) Pressure drop (Pa) 
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Improving Human Sequential Decision-Making with Reinforcement Learning 

 

Park Sinchaisri 

 

Workers often spend significant time learning to make good decisions, which affects service 

quality due to initial suboptimal decisions. Observing peers can help, but this isn't always possible, 

especially in gig economies where workers operate independently. Over the past two decades, many 

domains have accumulated large amounts of trace data on human decisions and outcomes (e.g., 

physicians’ lab orders, Uber drivers’ locations). This data implicitly encodes the collective knowledge 

acquired by numerous workers about how to effectively perform their jobs. In this paper, we study 

whether machine learning can be used to mine this high-volume data and extract interpretable insights 

that can help workers improve their performance at sequential decision-making tasks. 

We devise a novel algorithm for automatically learning decision-making rules or “tips” that, if 

correctly followed by the human worker, most improves their performance. It does so in two steps. 

First, our algorithm uses imitation learning to learn a model of the current strategy employed by the 

human workers. In particular, we learn a neural network, called the Q- network, that approximates the 

long-term value of the actions taken by humans and encodes how changes to their strategy affect 

performance. Then, we derive a novel objective that captures the discrepancy between the actions 

taken by the human strategy compared to the optimal policy. Our algorithm selects the tip that 

minimizes this discrepancy in a way that accounts for which actions are consequential for achieving 

higher performance. We also design the search space of tips to consist of if-then-else rules and use an 

approach based on interpretable reinforcement learning to learn the best tips, so that humans can 

understand and correctly follow them. An extensive behavioral study involved participants managing 

a virtual kitchen game, requiring them to optimize task assignments among virtual workers with 

varying skills. Challenges included unknown worker skills and task dependencies. We leverage our 

algorithm to learn interpretable tips from experimental data, and then demonstrate how providing them 

improves the performance of a new set of participants, compared to the control group, as well as those 

who are shown alternative tips derived from natural baselines. 

 

Our results (N = 2,328) demonstrate that our algorithm can generate novel insights that enable 

human participants to substantially improve their performance compared to counterparts that are not 

shown the tip (p < 0.0001) or are shown tips suggested by previous participants (p = 0.006) or a 

baseline algorithm that naively tries to match the optimal policy (p < 0.0001). Our tip can speed up 

learning by up to three rounds of in-game experience, demonstrating that our tip can significantly 

reduce the cost of learning. Furthermore, our results suggest that our tip enables the participants to 

unlearn preconceived notions about the optimal strategy and discover additional strategies beyond the 

given tip. Interestingly, participants do not merely adjust their actions by blindly following the tip. 

Instead, as they gain experience with the game, they increasingly understand the significance of the 

tip and improve their performance in ways beyond the surface-level meaning of the tip. In conclusion, 

our findings suggest that our algorithm infers interpretable and useful insights about the underlying 

task, and successfully conveys these insights to human participants. Ultimately, we demonstrate how 

machine learning can be used to better understand human behavior, and how to leverage this 

knowledge to improve human decision-making. 
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Abstract 

The Sufficiency Economy Philosophy (SEP), initiated by His Late Majesty King Bhumibol Adulyadej in 

the early 1970s to address poverty problems in the rural areas and was initially adopted for sustainable 

farming. However, His Late Majesty the King emphasized that the SEP can be applied to all types of 

projects at all levels to achieve ultimate goals of sustainability. This paper sets out to demonstrate that 

the SEP is a unified framework for sustainability. Using data at corporate levels and the Refinitiv ESG 

rating with its three core pillars as proxies for corporate sustainability performance, we document that 

Thai firms practicing the SEP tend to have a better sustainability performance, especially in the 

environmental and governance dimensions. Our two-stage least square instrumental variable analyses 

imply a causal relationship between the SEP and corporate sustainability performance. We document 

that a one standard deviation increase in the SEP score enhances the corporate sustainability 

performance by 35%. This validates our proposed hypothesis of stakeholders and long-term value 

creation. The SEP presents a pragmatic pathway for businesses to achieve sustainability while 

advancing the Sustainable Development Goals (SDGs). By integrating SEP principles into their 

strategies, companies can drive positive change, leading the way towards a more sustainable and 

inclusive future. 
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Abstract 

This presentation highlights the role of Computational Science and Engineering (CSE) in 

promoting sustainability within industries. By utilizing tools such as Computational Fluid Dynamics 

(CFD) and Computer-Aided Engineering (CAE) in conjunction with other digital technologies, we 

support SCG Chemicals (SCGC)’s four key green polymer concepts: Reduce, Recyclable, Recycle, and 

Renewable. CAE integrates with material development and product design to reduce material usage in 

final products, design recyclable packaging to replace non-recyclable materials in the existing market, 

maximize recycled content in packaging, and develop processes that utilize renewable resources. 

Additionally, CFD improves process efficiency and energy use, significantly reducing losses from plant 

trials and scale-ups. CFD simulations optimize fluid dynamics and thermal processes, resulting in more 

efficient systems and lower operational costs. We will showcase real-world case studies demonstrating 

how CSE drives innovation and sustainability in industrial sectors.
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Introduction 

Over the past decade, High-Performance Computing (HPC) has grown rapidly in response to the 

increasing demands of computational science and engineering research, accelerated by the rise of deep 

learning and artificial intelligence. In this talk, I will present Thailand's initiative to develop a robust 

computational infrastructure ecosystem to support national R&D needs. First, the journey from the pilot 

system TARA to the production infrastructure LANTA will be showcased, highlighting key milestones 

in design, implementation, and service operation. Next, the major role of collaborations with academic 

institutions, government agencies, and industry partners will be discussed, along with the challenges 

related to funding, skill development, and technological barriers. Finally, I will provide insights into 

future HPC developments in Thailand. This comprehensive overview aims to share our ongoing 

experience to inspire further advancements in Thailand's HPC and computational science landscape. 

 

 
Figure 1: LANTA Supercomputer at Thailand Science Park, NSTDA 
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Introduction 

Lithium-ion batteries (LiB) are essential electrochemical energy storage systems widely utilized in 

portable devices like mobile phones and laptops, as well as increasingly in vehicles due to their high 

power and energy density. However, the intricate manufacturing processes, particularly the slurry drying 

process for electrode films, pose significant challenges. The drying process is pivotal in determining 

battery performance and durability, as it influences crucial electrode properties such as porosity and 

conductivity. This study focuses on the anode side, where slurry containing active materials, conductive 

carbon, binders, and solvents is cast onto a copper substrate. While traditional organic solvents like N-

methyl-2-pyrrolidone (NMP) are effective, they come with environmental and safety concerns, 

alongside high costs. To address these issues, water-based slurries are being explored as a greener 

alternative. Additionally, optimizing the drying process is vital for enhancing energy efficiency and 

reducing production costs. In this study, we investigate the drying process of lithium-ion battery anodes, 

analyzing film solidification, binder migration, and adhesion forces between the electrode and current 

collector. Through a combination of experimental tests and multiscale simulation methods like 

dissipative particle dynamics (DPD) and molecular dynamics (MD), we gain insights into the 

underlying mechanisms. Our findings, compared with previous experimental results, highlight the 

impact of drying rates on binder distribution and electrode properties, shedding light on crucial factors 

influencing battery performance. 

 

Methodology 

Starting Structures: Atomistic representations of slurry components were generated using 

Simcenter Culgi. Binder polymers, including styrene butadiene rubber (SBR) and carboxymethyl 

cellulose (CMC), were constructed with specified lengths. Active materials such as silicon dioxide 

(SiO2) and active carbon, along with conductive additives like graphite sheets and carbon nanotubes, 

were represented as colloidal entities with fixed coordinates. 

Automated Fragmentation and Parameterization: The atomic structures underwent automated 

fragmentation and parameterization (AFP) using a novel potential energy function incorporating both 

attractive and repulsive intermolecular forces. This approach enables modeling of all phases at 

physiologically representative conditions. Heavy atoms were mapped to coarse-grained beads at a three-

to-one ratio. 

Computational IR Spectra: IR spectra were calculated using the NWChem plugin within Simcenter 

Culgi. Initial geometry optimization was performed using the Hartree Fock (HF) ab- initio method with 

a 6-31G* basis set, followed by IR spectrum calculation alongside energy optimization using the same 

basis set. 

Dissipative Particle Dynamics (DPD): DPD simulations were conducted using Simcenter Culgi 

software. The system was equilibrated using canonical (NVT) and isothermal-isobaric (NPT) ensembles 

before undergoing slow and fast heating to mimic drying processes. Various parameters including time 

step, pressure, and box size were set accordingly. Binder diffusion coefficients were calculated post-

simulation. 

Molecular Dynamics Simulations: Classical all-atom MD simulations were performed in explicit 

solvent to validate the developed coarse-grained model. The system, including a copper crystal surface 

and slurry components, was equilibrated and subjected to production simulations at different drying 

rates. 

mailto:tanongsak@dtethai.com
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Slurry Production and Drying Experimental Setup: A speed mixer was used to produce a 

homogenized electrode slurry, which was then applied to a current collector using an automatic 

laboratory coater. Dynamic drying with infrared radiation was employed, with varying power densities 

tested. After drying, the electrode layers were calendered and subjected to peel tests using a universal 

testing machine to assess adhesion force. 

 

Results and Discussion 

Infrared Spectra Analysis: Comparison between experimental and NWChem-generated infrared 

spectra provided valuable insights into the chemical composition of the water-based slurry. NWChem's 

individual molecule calculations facilitated precise identification of functional groups, enhancing our 

understanding of bond vibrations and molecular interactions. The observed peaks in experimental 

spectra, such as those corresponding to O-H stretching and bending in water molecules, were accurately 

reproduced in NWChem simulations. Furthermore, NWChem's ability to resolve distinct vibrations 

allowed for detailed characterization of various functional groups within the slurry, contributing to a 

comprehensive understanding of its molecular structure (Fig. 1). 

 
Figure 1. ATR-FTIR transmission spectrum of the aqueous slurry (experimental), the IR spectra of 

individual components obtained from the NWChem plugin. 

 

Peel Force Analysis: Examination of adhesion strength via peel force tests revealed a clear 

relationship between drying conditions and electrode layer integrity. Increasing power density during 

drying resulted in reduced peel strength, indicating weakened adhesion between the electrode layer and 

current collector. Conversely, lower power output and slower drying speeds led to enhanced adhesive 

strength, emphasizing the significance of drying parameters in determining the mechanical properties 

of the electrode (Fig. 2). 

 
Figure 2. Box plot showing a decrease of the adhesion force with increasing power density for four 

different drying intensities. 

 

Dissipative Particle Dynamics (DPD) Simulations: DPD simulations provided microscopic 

insights into the drying process of the slurry under different heating rates. Variation in drying rates 

resulted in distinct behaviors, particularly in the distribution of the SBR binder. Slower heating led to 

the accumulation of SBR on the copper substrate, attributed to reduced diffusion under slow drying 

conditions. This accumulation influenced the interaction between the binder and copper, affecting 

electrode adhesion. The observations from DPD simulations were consistent with experimental 

findings, highlighting the importance of drying conditions in shaping slurry morphology and 

performance (Fig. 3-4). 
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Figure 3. (a) slurry drying snapshot taken from the start of the DPD simulations, (b) snapshot taken 

during the slurry state, (c) dried slurry snapshot of the coarse-grained system. The component of the 

slurry is assigned the following colors: blue of water, and multicolored beads for SBR and CMC. 

 
Figure 4. (a) density profile of SBR binder in the z-direction at different heating rates, (b) mean squared 

displacement of SBR binder under different heating conditions, and (c) paired correlation function 

between SBR binder and copper substrate for the different heating rates. 

 

Molecular Dynamics (MD) Simulations: MD simulations focused on elucidating the migration of 

the SBR binder at the molecular level under different drying rates. Despite computational constraints 

limiting the size of the system and slurry components, MD simulations provided valuable insights into 

binder dynamics. Faster heating rates were associated with accelerated SBR migration, indicating a 

dependency of binder behavior on drying conditions. However, limitations in observing significant 

morphological changes were noted, emphasizing the need for longer length and time scales in MD 

simulations to capture complex slurry dynamics accurately (Fig. 5). 

 
Figure 5. (a) MD snapshot of the dried slurry system, (b) mean squared displacement of SBR binder 

under different heating conditions, (c) SBR binder density profile in the x-direction at different heating 

rates. 

 

Significance 

This work holds significance in its holistic exploration of water-based slurry drying for electrode 

fabrication in lithium-ion batteries. By integrating experimental analysis and computational modeling, 

it offers insights into drying dynamics, binder migration, and adhesion mechanisms. The findings not 

only advance our understanding of electrode manufacturing processes but also provide a versatile 

framework applicable across multiple industries, facilitating optimization of drying processes and 

enhancing battery performance and durability. 
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1. Introduction 

The demand for energy and the issue of global warming have shown a significant upward trend 

over time, largely driven by industrial and technological advancements in sectors like transportation, 

electricity, and heat[1]. The bulk of our energy is obtained from fossil fuels, resulting in the release of 

carbon dioxide (CO2), a significant greenhouse gas that contributes to global warming[2]. Various 

methods have been employed to reduce CO2 emissions, including using CO2 capture materials and 

reducing CO2 into high-value-added chemicals through catalytic materials via electrochemical 

process[3]. The electrochemical CO2 reduction reaction (CO2RR) offers a potential method to reduce 

CO2 into compounds that are valuable at the cathode such as formic acid (HCOOH), methane (CH4), 

methanol (CH3OH), etc. Investigating catalyst selectivity is crucial for optimizing the collection of the 

target product while minimizing the hydrogen evolution reaction (HER), which competes with CO2RR. 

Hori et al. [4] conducted the pioneering experimental study on CO2RR selectivity using monometallic 

electrocatalysts. The first group of metals, which primarily facilitate CO formation, includes Zn, Cu, 

Pd, Ga, Ni, Au, Ag, and Pt. The second group, responsible for the formation of HCOO-, consists of Pb, 

Tl, In, Sn, Cd, and Hg. However, monometallic catalysts have shown low selectivity, and some metals 

pose environmental concerns, alongside being costly and having low stability, making them less 

suitable for large-scale industrial applications[5]. Consequently, there is a pressing need for research 

and development of electrocatalysts that offer higher activity, selectivity, and stability. This includes 

investigating alternative metal-based catalysts or enhancing the performance of current ones to improve 

the efficiency of CO2RR while making it more environmentally sustainable.  

High entropy alloy (HEA) catalysts is the mostly interesting material catalyst, which define as 

multi-metal elements composed of more metal species as configurational entropy of mixing (Smix) 

greater than or equal to to1.36R for quaternary alloy and Smix greater than or equal to 1.5R for 5 or more 

than element[6]. These materials have collected significant interest for development and application in 

various reactions, making them one of the most promising candidates for catalysis[6]. The unique and 

distinctive structure of HEAs contributes to their exceptional properties, including high activity and 

selectivity in reactions of relevance, such as hydrogen evolution reaction[7], oxygen reduction 

reaction[8], and many others[9]. Therefore, HEAs have been a challenging material for CO2RR. 

However, the crucial step in CO2RR is the adsorption of CO2 on the surface of the electrocatalyst, as it 

marks the initial stage in the production process. Additionally, the CO2 molecule is highly inert and 

stable, making it difficult to bind to the catalyst surface and requiring significant energy input to initiate 

a spontaneous reaction. The density functional theory (DFT) is widely used in computational chemistry 

and materials science to investigate the selectivity and efficiency of catalysts by analyzing adsorption 

energies. However, studying all active sites in HEA catalysts for CO2 adsorption requires significant 

computational time and resources due to the vast number of possibilities. Rittiruam et al.[10] 

investigated an active site model to represent the active site and its neighboring elements on a minimized 

model for HEA catalysts. The results showed that the active site model successfully represented the 

active sites on the HEA surface based on the special quasi-random structure (SQS). Additionally, the 

adsorption energy and electronic properties were found to be consistent with those of the HEA surface 

derived from SQS. Machine learning (ML) is a method that reduces both computational time and 

resource requirements, while also achieving high prediction accuracy. It can utilize a small amount of 

training data to build models that accurately predict the remaining data. 

In This study present the CO2 adsorption energy of all possible active site in Cu-based HEA catalyst 

via active site model and combined the DFT calculation and supervised ML model from from Scikit-
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learn package[11]. By combining DFT calculations with machine learning techniques, it is possible to 

greatly decrease computational time and resource requirements. Furthermore, this innovative 

methodology shows significant potential for enhancing industrial catalysis, specifically in the field of 

environmental and energy-focused applications. 

 

2. Methodology 

2.1 Computational detail and density functional theory calculations 

Density functional theory (DFT) calculations were performed using the Vienna Ab-initio 

Simulation Package (VASP). The pseudopotential was based on the generalized gradient approximation 

(GGA) with the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional. A cutoff energy of 

500 eV was applied for all DFT calculations, with an energy convergence criterion of 1×10⁻⁶ eV for 

geometry optimization to ensure accurate total energy calculations. For vibrational frequency 

calculations, energy convergence of 1×10⁻⁸ eV was used to enhance accuracy. The k-point sampling 

was determined using the Monkhorst-Pack method: 3×3×1 for surfaces, 11×11×11 for bulk systems, 

and 1×1×1 for isolated molecules. The force tolerance was set at 0.03 eV/Å. Van der Waals interactions 

were incorporated using the DFT-D3 dispersion correction method[12, 13], and spin polarization was 

included to improve the adsorption structure. The adsorption energy (Eads) was calculated according to 

equation (1). 

Eads =  Esystem − Eslab − E molecule        (1) 

Where Esystem is total energy of adsorption structure, Eslab is the total energy of clean surface and 

Emolecule is total energy of isolated molecules. CO2 molecules can be calculated as the total energy of 

isolated molecule used by 15×15×15 Å3 vacuum box. 

 

2.2 Active site model 

 In general, CO2 molecules preferentially adsorb at bridge sites in CO2RR method[14]. Figure 1 

illustrates a bridge active site model, divided into three regions based on the host element. The active 

site model is constructed from a Cu surface with a face-centered cubic (FCC) structure, oriented along 

the (111) plane, and uses a 4×4×1 supercell dimension. This work uses Cu as the host element because 

it is a common catalyst and active in CO2RR[15-17]. The 1st region represents the active site, consisting 

of two atoms configured. The 2nd and 3rd region were configured two and one atoms, respectively. For 

geometry optimization, ISIF = 4 was initially used to relax all atoms within the simulation box and the 

box also optimized. This was followed by ISIF = 2, where the two bottom layers were fixed, while the 

remaining layers were allowed to relax. The number of bridge active site in HEA catalyst can be 

calculated follow by equation 2 

Pactive−site models =
(r1+n−1)!

r1!(n−1)!
×

(r2+n−1)!

r2!(n−1)!
×

(r3+n−1)!

r3!(n−1)!
      (2) 

Where r1, r2, and r3 represent the total number of atomic sites on first, second, and third region 

respectively, n is the number of elements for HEAs surface. Therefore, all possible active site models 

of bridge can be calculated follow in equation 3 

Pbridge =
(2+4−1)!

2!(4−1)!
×

(2+4−1)!

2!(4−1)!
×

(1+4−1)!

1!(4−1)!
= 400      (3) 

 
Figure 1 The active site model of bridge site on FCC (111) surface. 

 

2.3 machine learning procedure 

 Supervised ML, a key branch of ML, uses labeled input data to train a model by identifying 

relationships between input and output data. This trained model is then used to make predictions or 

inferences on new, unknown datasets. In this study, the input dataset features are constructed based on 
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the number of metal atomic configurations in each region, while the output is the CO2 adsorption 

energy on the active site model. The example data set as shown in table 1. The training dataset consists 

of 40 data points, with an additional 10 data points used for validating the ML model. The performance 

of the ML model is typically evaluated using a loss function, which quantifies the difference between 

the predicted outputs of the algorithm and the actual target values. This helps to measure the accuracy 

and effectiveness of the model in making predictions. The root mean square error (RMSE) as the loss 

function was studied, that calculated using the following equations (4) 

RMSE = √
1

n
∑ (yi − yi

′)2n
i=1          (4) 

Where 𝑦 is actual value, and 𝑦′ is a predicted value. 

 

Table 1 Example of input feature for CO2 adsorption on Cu-based HEA catalyst. 

1st Region 2nd Region 3rd Region 
Eads 

M1_1 M2_1 M3_1 M4_1 M1_2 M2_2 M3_2 M4_2 M1_3 M2_3 M3_3 M4_3 

0 2 0 0 1 0 1 0 0 0 0 1 -0.24 

0 2 0 0 0 2 0 0 0 0 1 0 -0.28 

0 1 0 1 0 2 0 0 1 0 0 0 -0.25 

0 1 0 1 1 0 0 1 1 0 0 0 -0.20 

1 0 1 0 1 1 0 0 0 1 0 0 -0.17 

1 0 1 0 0 0 0 2 0 0 1 0 -0.12 

 

3. Results and Discussion 

3.1 Feature correlation  

 The Pearson correlation coefficient is a commonly employed metric for examining correlations 

between input and output data, offering significant insights prior to the development of machine 

learning models. Figure 2 illustrates a heatmap of Pearson correlations, displaying the relationships 

between various elements. Additionally, it highlights the correlations between CO2 Eads and the 

elements within each region. The correlation of all elements in the first section is uniformly -0.33, 

indicating an important feature as it illustrates the configuration of the active site model. Moreover, the 

relationship between Eads and M1, M2 in the first region (M1_1, M2_1) and M2 in the second region 

(M2_2) shows values of -0.16, -0.53, and -0.53, respectively. This suggests a trend toward more 

negative CO2 Eads values, indicating strong adsorption. In contrast, M3_1, M4_1, M1_2, M3_2, M1_3, 

and M3_3 exhibit positive values, leading to more positive Eads values, which indicate weaker 

adsorption. 
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Figure 2 Pearson correlations heatmap between input-input and input-output data 

 

3.2 Performance ML model 

 The linear regression ML model is a simple supervised learning method. A regression plot of 

CO2 Eads values calculated by DFT versus those predicted by the ML model is shown in Figure 3, 

demonstrating the relationship between actual and predicted values. The plot reveals the high accuracy 

of the ML model, as most data points lie close to the line where predicted values equal calculated ones. 

The RMSE values for the training, testing, validation, and overall datasets are 0.0311, 0.0216, 0.1930, 

and 0.0294 eV, respectively. Smaller RMSE values indicate a closer match between actual and predicted 

values, signifying the high performance and efficiency of the ML model. Table 2 compares the CO2 

adsorption energy values obtained from DFT calculations and ML predictions. The adsorption energies 

from both methods are very similar, with only minor differences, further demonstrating the reliability 

of the ML model. Moreover, the CO2 adsorption energy distribution data of only DFT method and DFT 

combined ML method express in Figure 4. The result can be exhibited same trend, that indicated ML 

model has a high efficiency to unknown data but not alters the pattern of data distribution.   

 

 
Figure 3 The regression plot between DFT calculation and ML prediction in linear regression ML 

model for Eads of CO2. 
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Table 2 Comparison CO2 adsorption energy from DFT calculations and ML prediction. 

Feature 
Adsorption energy (eV) 

DFT ML error 

0, 2, 0, 0, 1, 1, 0, 0, 0, 0, 1, 0 -0.25 -0.24 -0.01 

1, 1, 0, 0, 0, 0, 0, 2, 0, 0, 1, 0 -0.20 -0.18 -0.02 

0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0 -0.18 -0.14 -0.04 

0, 1, 0, 1, 0, 2, 0, 0, 0, 0, 0, 1 -0.25 -0.28 0.03 

2, 0, 0, 0, 0, 0, 0, 2, 0, 1, 0, 0 -0.19 -0.18 0.01 

1, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1 -0.21 -0.18 -0.03 

1, 0, 0, 1, 1, 1, 0, 0, 0, 1, 0, 0 -0.21 -0.20 -0.01 

0, 0, 2, 0, 0, 2, 0, 0, 1, 0, 0, 0 -0.10 -0.16 0.06 

0, 0, 1, 1, 2, 0, 0, 0, 1, 0, 0, 0 -0.13 -0.12 -0.02 

0, 0, 0, 2, 0, 1, 0, 1, 0, 0, 1, 0 -0.17 -0.18 0.01 

 

  

 
Figure 4 The CO2 adsorption energy distribution from a) DFT calculation and b) DFT+ML method 

via 0.2 for bin size 

 

4. Conclusion 

 The integration of DFT and ML has demonstrated a highly efficient and accurate approach for 

predicting CO2 adsorption energy on Cu-based HEA catalysts. The ML model significantly reduces 

computational time and resources, while maintaining high accuracy when compared to traditional DFT 

calculations. This hybrid methodology not only provides precise predictions but also exhibits great 

potential for industrial applications, particularly in environmental and energy sectors where CO2 

reduction is critical. The results highlight the effectiveness of using ML to explore the vast number of 

possible active sites in HEA catalysts, thereby accelerating the discovery and optimization of efficient 

catalysts for CO2RR. Moreover, this study sets a foundation for further exploration into the use of 

advanced computational techniques in catalysis research, potentially enabling more sustainable and 

cost-effective solutions for tackling global environmental challenges such as carbon emissions. Future 

work could involve expanding this framework to other catalytic materials and reactions, further 

enhancing the environmental and industrial impact of this research. 
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Introduction 

Carbon dioxide (CO2) is a significant greenhouse gas, and its emissions have surged over the past 

150 years due to population growth. The burning of fossil fuels, industrial activities, and other human 

actions have substantially increased the amount of CO2 released into the atmosphere. This rise in 

greenhouse gases, particularly CO2, is a primary driver of global climate change. Researchers are 

actively seeking methods to reduce CO2 emissions, with carbon capture and conversion being a 

prominent strategy. Due to the stability of CO2, catalysts are essential for its conversion, typically 

requiring high temperatures and pressures, which can increase the carbon footprint. An alternative 

approach involves the electrochemical conversion of CO2 using electrocatalysts. Recent studies have 

focused on the electrocatalytic conversion of CO2 using metal complexes like cobalt and nickel. 

Nickel, in particular, is favored as an electrocatalyst because it is inexpensive, exhibits a variety of 

electronic states, and demonstrates high performance. Understanding the mechanism of CO2 

conversion by nickel-complex electrocatalysts is crucial for enhancing catalytic efficiency. In this study, 

we utilized density functional theory (DFT) calculations to investigate the mechanism of 

electrochemical CO2 conversion into higher-value chemicals using nickel complexes. Our findings aim 

to contribute to the design of more effective electrocatalysts. 

 

Methodology 

The model was developed using GaussView and computed with Gaussian16. The mechanism of 

CO2 conversion by the Ni-complex catalyst was investigated using the DFT method with the M06-2X 

functional. For the nickel atom, the LANL2DZ basis set and effective core potential were utilized, while 

the 6-31G(d,p) basis set was applied for all other atoms. The calculations were conducted in an aqueous 

solution. 

 

Results and Discussion 

A mechanism for the conversion of CO2 to CO using nickel complex catalysts was proposed. 

There are two potential pathways for the hydrogenation of CO2 to CO by the Ni complex: external and 

internal proton transfer, designated as pathway A and pathway B, respectively, as illustrated in Figure 

1. Both pathways involve three steps: initial CO2 absorption, subsequent proton transfer, and finally, 

CO formation. 

 

Significance 

The findings offer valuable insights for optimizing and designing catalytic systems to achieve 

greater efficiency in future research efforts. 
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Figure 1. Reaction mechanism of external(A) and internal(B) proton transfer process. 
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Introduction 

Malaria remains a severe public health problem in many countries around the world. One of the 

main reasons is the widespread of antimalarial drug resistance, especially on Plasmodium falciparum, 

which is responsible for the most virulent form of human malaria. Therefore, researchers are seeking 

for novel effective drug targeting at new enzyme. PfATP4 is one of the attractive enzyme targets. It is 

responsible for maintaining Na+ homeostasis in parasites to make a suitable environment for the parasite 

living. Although there are some known promising antimalarial PfATP4 inhibitors [1], its mechanism of 

action is not yet fully understood. Thus, data on enzyme-ligand interactions is needed. 

 

Methodology 

As the structure of PfATP4 is experimentally not available, homology modeling technique using two 

different web servers, AlphaFold [2] and SWISS-MODEL [3], was employed to construct its structure. 

Moreover, its binding site is not yet known. The GRaSP program [4] was thus used to predict the binding 

sites. In addition, the G358 residue was also considered for the binding site as it was proposed to involve 

in the inhibitor binding [5]. For the inhibitors, 11 active compounds were obtained from the literature [6] 

and 9 inactive compounds were randomly selected from the database provided in the MMV website [7]. 

The MMV codes for these 20 compounds are given in Table 1. All molecular docking calculations were 

performed using AutoDock Vina with a box size of 30x30x30 Å3 and an exhaustiveness of 32. 

Interaction data was analyzed using BIOVIA discovery studio visualizer. 

 

Table 1. List of active and inactive compounds against PfATP4. 

Active compounds Inactive compounds 

MMV000858, MMV001059, MMV006239, 

MMV020081, MMV020136, MMV020391, 

MMV020520, MMV020623, MMV020710, 

MMV085210, MMV688980 

MMV004168, MMV012074, MMV024311, 

MMV045105, MMV658993, MMV676406, 

MMV688416, MMV688771, MMV1198433 

 

Results and Discussion 

Homology models constructed from AlphaFold (AF) and SWISS-MODEL (SM) are quite different 

as shown in Figure 1 (A). Therefore, it is necessary to investigate enzyme-ligand interaction using both 

models. The top 3 possible binding sites predicted from GRaSP and the G358 binding site were selected 

for AF and SM models as shown in Figure 1(B) and 1(C). Comparing the binding modes between the 

two models, the enzyme-ligand interactions are significantly different, which is clearly because of 

differences in their conformations. At each binding site of AF and SM models, active compounds bind 

with PfATP4 in a similar manner to inactive compounds with slight and insignificant differences. Ther 

are several applicable points for further improvement. For example, (i) including more properties to 

fully explain its biological activity, (ii) exploring more possible binding sites to find the real binding 

site, and (iii) performing molecular dynamics (MD) simulation to incorporate flexibility of enzyme. 
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Figure 1. (A) Comparison between homology model from AlphaFold (blue color) and SWISS- 

MODEL (magenta color); Four putative binding sites in (B) AF model and (C) SM model. 

 

 
Figure 2. Comparison of binding modes between active (blue color) and inactive (magenta color) 

compounds at G358 binding site in (A) AF model and (B) SM model. 

 

Significance 

The binding modes of active compounds at each of the 4 putative binding sites are not clearly 

distinguishable from those of the inactive compounds. However, homology model constructed from 

AlphaFold and SWISS-MODEL yield different binding modes. 
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Introduction 

The α-diimine nickel catalysts are capable of polymerizing conjugated monomers through catalyst-

transfer polymerization and are well-known for catalyzing olefin polymerization via the coordination-

insertion mechanism [1]. The Brookhart group [2] made significant contributions by introducing a series 

of -diimine nickel/palladium complexes capable of catalyzing ethylene (ET) polymerization, resulting 

in high molecular weight polyethylene. This breakthrough paved the way for late transition metal 

catalysts to become significant contributors to ethylene polymerization processes. In this work, we 

studied the reaction mechanism of ET polymerization catalyzed by -diimine nickel complexes using 

DFT calculations. We constructed -diimine nickel catalysts based on X-ray data obtained from 

experimental reports [3]. Then, we explored the reaction mechanism of α-diimine catalyzed ET 

polymerization by analyzing the relative Gibbs free energy profile, considering both the structural and 

electronic characteristics at the rate-determining step the reaction. Moreover, we calculated the 

coordination free energy (Gc), activation free energy (G‡), and reaction free energy (Gr) to assess 

binding ability and reaction process. We then performed Gibbs free energy profiles for ET 

polymerization catalyzed by M--diimine with the different metal (M) substitutions (M = Mn, Fe, Co, 

Ni, Cu, Zn, Ru, Rh, Pd, Ag, and Cd). Finally, The calculated energies were used for comparison with 

the parent Ni-α-diimine complex. 

 

Methodology 

All the calculations were carried out using the Gaussian16 software. DFT calculations were 

performed by using the B97XD functional with 6-31G(d) basis set for non-metal atoms and with the 

Stuttgart/Dresden (SDD) effective core potential for transition metals. The Gibbs free energies were 

used to elucidate the reaction energy profile. All the optimized local energy minimum structures and 

transition state structures were confirmed by zero and one imaginary frequency, respectively. The 

processes from reactant -complex–TS–product were verified by intrinsic reaction coordinate (IRC) 

calculations. The structures were calculated under gas phase condition.We assessed the solvent effect 

with the implicit SMD solvation model using toluene as a solvent. 

 

Results and Discussion 

The reaction mechanism of Ni--diimine catalysts for ethylene (ET) polymerization were 

investigated using DFT calculations. The relative Gibbs free energies profile for ET polymerization 

catalyzed by Ni--diimine were elucidated as shown in Figure 1. Our results indicated that the 

interactions between the Ni-α-diimine complex and ET monomer were strongest during the first ET 

insertion, which is related to the rate-determining step of this reaction. Then, the relative Gibbs free 

energy profiles of the different transition metals (M= Mn, Fe, Co, Ni, Cu, Zn Ru, Rh, Pd, Ag, and Cd) 

were employed for comparison with parent Ni--diimine. Among these transition metals, utilizing M 

= Pd, Rh, Mn, and Ru appears to be a promising choice for catalysts in ET polymerization. 
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Figure 1. The relative Gibbs free energies profile for ET polymerization catalyzed by Ni--diimine. 

 

Significance 

The mechanism for ethylene polymerization catalyzed by Ni-α-diimine was investigated by DFT 

calculations. The activation free energies and coordination free energies were elucidated for different 

metal substitutions. Utilizing M = Pd, Rh, Mn, and Ru appears to be a promising choice. 
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Introduction 

Aldol condensation is an important chemical reaction in transforming biomass into valuable 

chemicals. Several researchers have investigated various catalysts, including bases and zeolites, to 

facilitate the formation of carbon-carbon bonds. The use of zeolites as catalysts can improve the 

efficiency and selectivity of the process, making it more economically feasible. Beta and Faujasite 

zeolites are effective catalysts for the aldol condensation of furfural and acetone, exhibiting high 

conversion rates even at low temperatures. 

In the study, the aldol condensation reaction of acetone and furfural over H-Beta zeolite was 

investigated using the ONIOM(MP2:M06-2X) approach. The reaction mechanism was found to consist 

of three steps: tautomerization, aldol condensation, and dehydration. The study aimed to provide a better 

understanding of the reaction mechanism for the conversion of biomass over heterogeneous catalysts, 

specifically H-Beta zeolite. The results from this study can be useful for the design and optimization of 

catalytic systems for converting ketones into valuable chemicals. 

 

Methodology 

The aldol condensation reaction of acetone and furfural over H-Beta zeolite was studied using the 

ONIOM approach. For the inner layer, the 5T (T representing tetrahedral Si and Al atoms), representing 

the Brønsted active site of the zeolite, was optimized with the MP2 method. To account for the 

confinement effect from the framework, the 34T quantum cluster was expanded and analyzed using 

DFT, specifically the M06-2X functional. The 34T quantum cluster of H-Beta zeolite had previously 

been studied for adsorption and condensation reactions. The basis set used was the 6-31G(d,p) level of 

theory. Only the active site and probe molecules were allowed to relax, while the rest were kept fixed 

according to crystallographic data. All calculations were performed using the Gaussian 09 program. 

 

Results and Discussion 

The aldol condensation of acetone and furfural over H-Beta zeolite was investigated using the 

ONIOM (MP2:M06-2X) approach. The adsorption energy of acetone on H-Beta zeolite was found to 

be -25.2 kcal/mol as shown in figure 1. The first step of the reaction involves the tautomerization 

reaction of acetone, which occurs over the H-Beta zeolite through double proton transfer. This step 

yields the enol product of acetone, with the Brønsted hydrogen atom transferring to the carbonyl group, 

while the hydrogen atom of the methyl group transfers back to the zeolite. The second step of the 

reaction involves the aldol condensation of the enol and furfural, resulting in the formation of a C-C 

bond. Finally, the last step of the reaction is dehydration to be a furfuryl acetone product. The activation 

energies for these steps are 22.6, 6.1, and 32.7 kcal/mol, respectively. The reaction of acetone to 

diacetone is also studied. The energy pathways are presented in Figure 2.  

 

Significance 

We studied the aldol condensation reaction of biomass conversion within the H-Beta zeolite with 

ONIOM(MP2:M06-2X) approach. 
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Figure 1.  The adsorption of acetone on H-Beta zeolite optimized with ONIOM(MP2:M06-2X) 

approach. The model is a 5T:34T quantum cluster. Distance is in A.  

 

 
Figure 2.  Reaction pathway for the aldol condensation of acetone and furfural on H-Beta zeolite 

calculated with ONIOM(MP2:M06-2X) approach  
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Introduction 

As awareness of carbon capture, utilization, and storage (CCUS) increased, the development 

targeted for CO2 capture and CO2 conversion has been intensively focused. To make use of CO2, the 

synthesis of organic functional polymer materials, for example, polycarbonates and polyesters, from 

CO2 as raw material were actively reported. However, the synthesis of metal organic frameworks 

(MOFs) directly from CO2 is still limited to the work by Horike and co-workers only [1]. The 

importance of MOFs is ascribed to its high capability as CO2 adsorbent. If one could synthesize such 

MOFs with high CO2 content embedded in structures as well as with high performance toward CO2 

adsorption capacity, the degree of CO2 utilization in total can be maximized in two level. In this study, 

we proposed new design principles for constructing MOFs together with the concept "two-level" CO2 

utilization for MOFs. The theoretical design was conducted to surpass the limitation of an experiment 

to find the high-performance MOFs. We delivered not only the new 1,511 MOFs but also the theoretical 

insight for CO2 derived MOFs synthesis [2].  

 

Methodology 

The theoretical design of MOFs was conducted as follows. We started from the construction of 

MOFs from existed metal nodes (15 nodes), the existed and hypothetical topology (40 topologies) and 

new-designed CO2-derived ligands (14 carbamate ligands). The assembly was done using ToBaCCo 

package. The structural optimizations were done in classical force field level using LAMMPS package. 

The physical properties were obtained from Zeo++ software. To estimate the CO2 adsorption capacity, 

the grand canonical Monte Carlo (GCMC) simulations were applied using RASPA package with charge 

equilibrium method. To validate the simulation conditions, the adsorption isotherm of well-established 

MOF-5 was simulated and confirmed a well agreement with the experimental reports. CO2 content is 

defined as the content of CO2 in the host framework in wt% unit, while the CO2 capacity was defined 

as the CO2 adsorption capacity at 1 bar using the value from GCMC simulations.  

 

Results and Discussion 

1,511 MOF structures were generated. Compared to the well-known carboxylate-type of ligands, 

carbamate-type shows a more flexible character. For the CO2 content maximization, against the 

expectation from stoichiometry, those MOFs with high-coordinated nodes did not show a benefit due 

to the large steric repulsion and rigidness of the ligand orientation, while those low-coordinated MOFs 

show the higher values. The 4-coordinated [V2(CO2)4] node in combination with [-CO2NHNHCO2-] 

ligand shows the highest performance with over 50 wt%. For the CO2 capacity maximization, we found 

that the key to high performance is the zeolite-like structure in usf-topology, whose paddlewheel metal 

node fully exposed to the inner cavity, resulting in the efficient host-guest interaction and yield high 

capacity at low pressure. To further increase the adsorption capacity, we demonstrated that fluorination 

is one of the promising strategies to effectively enhance CO2 capacity up to 20 wt% in our best candidate 

in usf-topology. The effectiveness is ascribed to the existence of both electrophilic and nucleophilic 

centers which act to both oxygen and carbon in CO2 respectively. 

All generated 1,511 MOFs were collected as database, providing the optimized structures, the 

theoretically predicted isotherm, and the fundamental physical properties. We believe that the design 

principles and this database will provide opportunities and challenges for experimentalists in 

synthesizing new MOFs with breakthrough CO2 utilization.  

 

Significance 

• Design principles for “two-level” CO2 utilization were theoretically developed 

• Over 1,500 carbamate type MOFs derived from CO2 were theoretical proposed  
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• MOFs with the zeolite-like usf topology show large CO2 content and CO2 capacity  

• Fluorination was found to be a promising strategy in enhancing CO2 adsorption in usf-topology  

 

 
 

Figure 1.  The concept of “two-level” CO2 utilization: the synthesis of MOFs from CO2 as raw material 

(benchmarked with CO2 content) and the application of those MOFs in CO2 adsorption (benchmarked 

with CO2 capacity)  
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Introduction 

The process of converting CO2 into formic acid through hydrogenation holds significance in 

environmental catalysis, offering a dual benefit of mitigating the greenhouse effect while yielding 

valuable chemicals. However, the exploration of platinum-based catalysts is imperative for advancing 

widespread adoption, given their costly and limited availability. In this study, we utilized density 

functional theory (DFT) calculations to investigate the reaction mechanism on defective carbon 

nanocones decorated with Pt4 clusters (Pt4/dCNC) on the CO2 hydrogenation process. Two reaction 

pathways were explored based on the reaction mechanism: one involving co-adsorption and the other 

involving H spillover combined with co-adsorption. 

 

Methodology 

All density functional theory (DFT) calculations were conducted using the Gaussian 16 program 

package. Geometry optimization and frequency calculations were performed for all complexes utilizing 

the B3LYP functional, which combines Becke's three-parameter gradient- corrected exchange potential 

with the Lee−Yang−Parr gradient-corrected correlation potential. In the DFT calculations, a basis set 

of 6-31G(d,p) was employed for all atoms, except for the Pt atom, for which the LANL2DZ basis set 

was utilized. The energies of all structures were adjusted through single-point calculations using the 

B3LYP functional, which incorporated Grimme's D3BJ dispersion correction (B3LYP-D3BJ) to 

account for dispersion interactions. The 6- 311G(d,p) basis set was used for C, O, and H atoms, while 

the cc-pVTZ-PP basis set was employed for the Pt atom. 

 

Results and Discussion 

Our computational investigation focuses on CO2 adsorption and hydrogenation to FA on Pt4/dCNC, 

employing density functional theory (DFT). The proposed reaction mechanisms for the CO2 

hydrogenation to FA suggest progression through co-adsorption pathways involving significant 

intermediates, such as carboxylate or formate, as shown in Fig. 1. The co-adsorption mechanism 

involved in the CO2 hydrogenation process to produce formic acid on Pt4/dCNC begins with the 

adsorption of two hydrogen atoms (2H) at an active Pt4 site. Subsequently, a CO2 molecule co-adsorbs 

on the surface, forming a co-adsorption complex. After that, the conversion to formic acid can proceed 

through either a formate pathway or a carboxylate pathway. Form the calculation, the reaction proceeded 

via co-adsorption mechanisms are thermodynamically and kinetically unfavorable. Therefore, we have 

suggested an alternative pathway based on our prior research for CO2 hydrogenation to FA over 

Pt/dCNC, incorporating a hydrogen spillover mechanism. This proposed pathway follows the 

introductory reaction step outlined by Sirijaraensre and Limtrakul in 2016.1 Our results suggest that the 

pathway combining H spillover with co-adsorption is favored over Pt4/dCNC, with the rate-determining 

step being the formation barrier of formate intermediate at 1.30 eV. Our study sheds light on the 

favorable reaction pathway for the hydrogenation of CO2 to formic acid over Pt4/dCNC catalysts 

 

mailto:yodsin_n@su.ac.th


 

213 

Significance 

We employed DFT calculations to examine the process of CO2 adsorption and its subsequent 

hydrogenation reduction to formic acid (FA) using a Pt4 cluster-doped defective carbon nanocone 

(Pt4/dCNC) as the catalyst. In our findings, we have provided a comprehensive analysis of the geometry, 

electronic structure, and catalytic performance of Pt4/dCNC materials. Furthermore, we have compared 

these results in detail with other carbon-based materials that have been previously reported. Our 

computational simulations reveal that the curvature of CNC plays a beneficial role in augmenting the 

population of active Pt4/dCNC sites. The findings from this research significantly contribute to the 

understanding of the chemical and catalytic characteristics of metal-doped dCNC materials. These 

insights will facilitate the development of carbon-based catalysts with exceptional efficiency for the 

conversion of CO2 into valuable chemical compounds. As a result, this study holds the potential to 

contribute to global environmental protection efforts by advancing our knowledge and strategies for 

sustainable CO2 conversion, thus mitigating the impact of greenhouse gas emissions. 

 

Figure 1. All possible reaction mechanism of CO2 hydrogenation to formic acid on Pt4/dCNC 
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Introduction 

Nowadays, the utilization of amine-based solutions, especially primary and secondary amines has 

been widely recognized for their effectiveness in conventional carbon dioxide (CO2) capture. Tertiary 

amines offer advantages over primary and secondary amines as they exclusively yield bicarbonates 

instead of carbamates. Nevertheless, a detailed understanding of the reaction mechanism and structural 

influences remains lacking at the molecular level. 

In the present study, to gain insight into the reaction mechanism and structure-activity relationships 

of tertiary amines in CO2 capture, we used density functional theory (DFT) calculations. We also used 

the Sure Independence Screening and Sparsifying Operator (SISSO) method [1] to develop informative 

descriptors to predict CO2 loading, which enables quick screening of promising amines for this capture 

process. 

 

Methodology 

All calculations were performed using the M06-2X density functional as implemented in Gaussian 

16 Revision B.01. The def2-SVP basis set was used to perform the geometric optimization. The single 

point calculations with the def2-QZVP basis set were carried out to obtain more accurate interaction 

energies. Solvation effects were modeled using the Polarizable Continuum Model (PCM) with water. 

The tertiary amines [2] employed in this study were depicted in Figure 1a. 

 

 
Figure 1. Tertiary amines employed in this study (a) and reaction mechanism for CO2 capture by 

DMEA (b). 

 

Results and Discussion 

The reaction mechanism study, using DMEA as an example, is shown in Figure 1b. The reaction 

starts with the co-adsorption between CO2 and H2O on DMEA (Ads). In transition state (TS), the H of 

H2O is shifted to the N of the amine, and the bond between the O of H2O and the C of CO2 is formed in 

a concerted manner. After the TS, the bicarbonate bound to the protonated amine through hydrogen 

bonds is formed (FS). The relative enthalpy for all amine cases are tabulated in Table 1. The results 

suggest that amines containing ethyl group and a single hydroxyl group substitutions, and also cyclic 

structures exhibit good activity for CO2 capture. 
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Table 1. Relative enthalpy (∆H) for CO2 capture via the base-catalyzed hydration mechanism. 

Amines Relative enthalpy (kcal/mol) 

Ads TS FS Ea 

DMEA -7.0 3.7 -12.9 10.7 

DEAE -7.8 1.8 -14.4 9.5 

DEAB -4.2 5.1 -11.3 9.2 

1DMA2P -7.1 3.1 -13.9 10.2 

3DMA1P -2.9 6.2 -10.0 9.1 

MDEA -6.9 3.8 -11.5 10.7 

TEOA -6.4 6.0 -10.5 12.4 

1-(2-HE)-PRLD -7.5 1.7 -13.1 9.3 

1-(2-HE)-PP -7.9 1.4 -13.8 9.3 

TEA -5.7 4.0 -13.4 9.7 

 

As shown in Figure 2a, we obtain a good correlation between Ea and CO2 loading. Therefore, Ea 

can be used as a descriptor for predicting CO2 loading. Moreover, the best performing SISSO descriptor 

used for predicting CO2 loading is found to be 0.915 + 16.418 (1/(ΔHFS-Ads)3)*(Dipole)1/2 as shown in 

Figure 2b. 

 

 
Figure 2. (a) Linear scaling relations between Ea and CO2 loading and (b) comparison between CO2 

loading from experiment and the predicted CO2 loading from SISSO. 

 

Significance 

Our research uncovers a key reaction mechanism and structure-activity relationships of tertiary amines 

in CO2 capture. Additionally, we propose predictive descriptors for CO2 loading, which support in the 

quick screening and design of active amines for CO2 capture. 
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Introduction 

Graphene, a two-dimensional monolayer consisting of a single atom thick layer of graphite [1], 

finds widespread applications, particularly in semiconductors like personal and notebook computers, 

among others.[2] Indeed, the direct bandgap of semiconductors largely dictates their applications, as it 

determines their electrical conductivity. The alteration of graphene through bending or curving alters 

its electronic properties, a topic that has recently garnered significant attention.[3] One method involves 

controlling the curvature of graphene quantum dots (GQDs) using an external electric field.[4] This 

study explores the deformation (curvature) and electronic properties of GQDs under vertical electric 

fields through DFT calculations. The findings could propose a new method for manipulating graphene's 

curvature, thereby modifying its electronic properties for semiconductor applications. 

 

Methodology 

Density functional theory (DFT) calculations utilizing the M06-2x functional and 6-31g(d) basis 

set were conducted to investigate the impact of external electric fields on three GQD structures: 

coronene (C24H12), circumcoronene (C54H18), and circumcircumcoronene (C96H24). External electric 

fields ranging from -0.035 to +0.035 atomic units perpendicular to the molecular plane were applied to 

these structures.  All computations were carried out using the Gaussian 09 package.  

 

Results and Discussion 

Our analysis has demonstrated that strong external electric fields (EEFs) induce curvature or 

bending in GQD structures, as shown in Figure 1A, B, and C. Additionally, our findings unveil a clear 

relationship between electric field intensity, GQD size, and curvature, with the curvature effects 

following this order: C96H24 > C54H18 > C24H12. Furthermore, we observed that increasing the curvature 

of GQDs leads to a reduction in the HOMO-LUMO gap, indicating that external electric fields can 

indeed alter the electronic properties of graphene, as displayed in Figure 1D. The potential of external 

electric fields to modulate the electronic properties of GQDs could be advantageous in semiconductor 

applications. 

 

Significance 

• The degree of curvature in GQDs is contingent upon both their size and the intensity of the field. 

• The HOMO-LUMO energy gap of GQDs is modified by EEF and relies on their curvature. 

• EEF acts as a tool for modifying the electronic properties of graphene-based materials, thereby 

enhancing their suitability for semiconductor technology. 
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Figure 1.  the optimized structures for C24H12 (A), C54H18 (B), and C96H24 (C) under various electric 

fields: a) = 0.0 a.u., b) = 0.005 a.u., c) = 0.0100 a.u., d) = 0.015 a.u., e) = 0.020 a.u., f) = 0.025 a.u., g) 

= 0.030 a.u., h) = 0.035 a.u., the relationship between different electric fields and the HOMO-LUMO 

gap energies of C24H12, C54H18, and C96H24 (D). 
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Introduction 

Diphenylamine (DPA) derivatives have a significant global impact, primarily due to their 

widespread use as antioxidants in crucial industrial applications such as engine oils and rubber- based 

products [1]. DPA derivatives behave as autoxidation inhibitors, which relate the hydrogen atom donating 

ability of the amino group to peroxyl radicals, yielding non-radical and aminyl radical products [2]. 

Despite the economic importance of DPA derivatives as antioxidants, there are reports of negative 

environmental impact of these compounds [3]. Therefore, this study aims to investigate the antioxidant 

and environmental activity of DPA derivatives. 

 

Methodology 

14 DPA derivatives were collected from relevant literature, including their environmental properties 

and logKow values [4]. The structure of these compounds was optimized using Density Functional 

Theory (DFT) with the B3LYP/6-31G (d, p) basis set in Gaussian 09 program [5]. The structural 

molecular properties were extracted after optimization. These descriptors serve as the independent 

variables for the Quantitative Structure-Activity Relationship using machine learning (QSAR-ML). 

Kennard Stone Algorithm was used to divide the data into train set and test set, while the fitness of the 

models for the prediction of logKow activity of DPA derivatives was measured by R-squared (R2) and 

the root mean square error (RMSE). Important descriptors for the Gradient Boosting Regression (GBR) 

model were selected through permutation importance. New compounds will be designed based on the 

QSAR-ML model and the newly designed compounds will be analyzed using quantum chemical 

calculation. 

 

Results and Discussion 

This study developed predictive models for the logKow of DPA derivatives to explore their 

antioxidant and environmental activities. The Random Forest (RF) model (R2 = 0.958) as well as the 

GA-MLR model with linear spline (R2 = 0.998) showed good fitness with high accuracy. However, 

RMSEtest for the GBR model is likely lower (0.693) than other models. Hence, when applied to new, 

unseen data, the GBR model is expected to provide more accurate predictions of logKow for DPA 

derivatives. The key descriptors identified from the GBR model are electron N, electron C2 and 

molecular weight, providing valuable insights into the molecular properties influencing logKow. 

 

Significance 

• Exploring the relationship between logKow, antioxidant activity and environmental behavior of DPA 

derivatives can provide valuable insights into the design and assessment of new compound with 

desired antioxidant activity while minimizing environmental risks. 
• The research outcomes hold the potential to influence market dynamics, guiding industries in adapting 

to regulatory changes, optimizing production, and minimizing economic risks associated with 

environmental contamination. 
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Figure 1. An overview of QSAR-ML approaches applied in this study. 

 

Keywords: Antioxidant, DPA derivatives, QSAR-ML, Support Vector Regression, Random Forest, 

Gradient Boosting Regression. 
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Introduction 

Perovskite solar cells which use perovskite crystals in the light-absorbing layer, are expected 

to become the next-generation solar cells because they have achieved high photoelectric 

conversion efficiency comparable to that of silicon-based solar cells. Currently, among perovskite 

solar cells, lead halide perovskite has achieved the highest photoelectric conversion efficiency [1], 

but the toxicity of lead has become a problem from the viewpoint of practical use, and lead-free 

solar cells are required. Therefore, Sn-based perovskite solar cells are attracting attention as a lead-

free perovskite because of their high stability and resistance to heat and light [1]. However, Sn-based 

perovskite solar cells suffer from low photoelectric conversion efficiency. One of the main reasons 

for this is "defects". The presence of defects in the crystal causes the appearance of deep levels in 

the band gap (defect levels), which trap carriers and induce carrier recombination, leading to low 

photoelectric conversion efficiency [2]. In this study, we analyze the defect structures of FA2SnGeI6 

and MA2SnGeI6, double perovskites doped with germanium, which are promising lead-free 

materials after tin, to find clues for improving energy conversion efficiency [3]. 

 

Methodology 

In FA2SnGeI6 and MAS2SnGeI6, we focused on a series of point defects [4], namely atomic 

vacancies, self-interstitial atoms, and anti-site defects, and considered the defect levels that are 

formed (Figure 1 (a)). First-principles calculations were performed using the DFT calculation 

package VASP (Vienna ab initio package) under the condition that the cutoff energy of the plane- wave 

expansion is 520 eV. DFT calculations were performed using the PBE (Perdew-Burke- Ernzerhof) 

exchange-correlation functional along with Grimme's D3 dispersion correction [5]. Defect 

structures for FA2SnGeI6 and MA2SnGeI6 were created using 2×2×2 supercells containing 8 

stoichiometric units. The point-defect calculations were conducted using Pydefect, a robust and 

open-source Python library [6]. 

 

Results and Discussion 

We carried on structural optimization of FA2SnGeI6 and MA2SnGeI6 in primitive cell. The space 

groups of FA2SnGeI6 and MA2SnGeI6 are Pmm2 and P1. The band gaps of FA2SnGeI6 and 

MASnI3 are 0.57 eV and 0.89 eV, respectively, confirming a direct transition band gap in both 

cases. In the chemical potential phase diagram, a situation where the chemical potential of tin is 

small and the chemical potential of iodine is large is called "Sn-poor, I-rich" and a situation where the 

chemical potential of tin is large and the chemical potential of iodine is small is called "Sn-rich, I-

poor. In FA2SnGeI6, germanium vacancy VGe (2-/1-), tin vacancy VSn (2-/0), and anti- site defect ISn (1-

/0) (Figure 1 (b)), in which tin is removed and iodine enters, are easily formed in the Sn-rich, I-poor 

condition. However, under Sn-rich and I-poor conditions, these defect levels were hard to form. 

Similarly, in MA2SnGeI6, ISn (2-/1-) is easily formed in the Sn-poor, I- rich condition, but not in 

the Sn-rich, I-poor condition. 

In conclusion, it is found that in SnGe double perovskite, the Sn-rich, I-poor condition can 

control the formation of defect levels, which has a significant influence on the photoelectric 

conversion efficiency [7]. 
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Significance 

Perovskite solar cells indeed hold significant promise for advancing towards a carbon- neutral 

society due to their unique properties and potential for cost-effective, widespread deployment. 

Their lightweight, thin, and flexible nature opens possibilities for installation on a wide array of 

surfaces, which was previously impractical with conventional silicon solar cells. Additionally, their 

production using coating technology offers a more accessible and potentially greener manufacturing 

process compared to traditional methods. However, the issue of defects within the perovskite 

crystal structure remains a challenge. These defects can significantly impact both the efficiency 

and stability of the solar cells. Understanding and mitigating these defects are crucial steps in 

realizing the full potential of perovskite solar technology. 

 
Figure 1. (a) The point defect structure (Vacancy, Interstitial, Anti-site), (b) The defect levels of 

FA2SnGeI6 

 

References 

1. D. Nasti, A. Abate, Adv. Energy Mater., 10, 1902467 (2020). 

2. N. Liu et al., Phys. Chem. Chem. Phys., 20, 6800 (2018). 

3. D. Meggiolaro et al., J. Phys. Chem. Lett., 11, 3546-3556 (2020).  

4. I. Yonenaga, OYO BUTURI, 86, 12, 1040-1050 (2017). 

5. S. Grimme, J. Antony, S. Ehrlich, S. Krieg, J. Chem. Phys., 132, 154104 (2010). 

6. Y. Kumagai, N. Tsunoda, A. Takahashi, F. Oba, Phys. Rev. Mater., 5, 123803 (2021). 

7. M. Otake, et al., J. Comp. Chem. Jpn., in press (2024). 

 



222 

Molecular encapsulation of fengycin with β-cyclodextrin: A computational study 

 

Aamir Aman1, Alisa Vangnai2, Thanyada Rungrotmongkol1,2* 
1Program in Bioinformatics and Computational Biology, Graduate School, Chulalongkorn University, 

Bangkok 10330, Thailand 
2Center of Excellence in Structural and Computational Biology, Department of Biochemistry, 

* thanyada.r@chula.ac.th 

 

Introduction 

Fengycin, a lipopeptide class initially discovered in Bacillus subtilis [1], has demonstrated 

potential as an antifungal agent for limiting plant diseases [2]. Naturally occurring fengycin from various 

bacterial strains has been effectively employed to treat a range of agricultural infections. These include 

clubroot disease caused by Plasmodiophora brassicae in cruciferous plants [3], and maize rot induced 

by Fusarium moniliforme [4]. β-Cyclodextrin (βCD) is a cyclic oligosaccharide characterized by a 

hydrophilic exterior and a lipophilic interior cavity. Due to its unique structure and nonpolar interior 

cavity, βCD and its derivatives are extensively utilized as pharmaceutical excipients. They primarily 

enhance the solubility and stability of various drugs by forming inclusion complexes [5]. The main 

objective of this work aimed to shed light on the structural and energetic features of fengycin 

complexation with βCD and the effect of amino acids (AA: arginine, lysine and proline) as third 

components on the complexation of fengycin with βCD. 

 

Methodology 

Fengycin consists of an anionic cyclic decapeptide with a β-hydroxy fatty acid attached at the N-

terminus [6]. Fengycin has some unusual moieties that are not found in the standard Amber force field, 

including the β-hydroxyl on the acyl chain and the ester bond connecting the C- terminus to Tyr. The 

HF/6-31G* level of theory was used to create parameters for those unusual moieties using the 

Gaussian09. The inclusion complex of βCD and optimized structure of fengycin and fengycin/βCD-

Arg/Lys/Pro ware created using AutoDock Vina. The Glycam-06 and the general AMBER force fields 

were employed to simulate the behavior of βCD and fengycin, respectively. Initially, the complexes 

were heated from 10 K to 298 K for 100 ps, followed by three individual all-atom molecular dynamics 

simulations in the NPT ensemble, with a temperature of 298 K and pressure of 1 atm, utilizing the 

AMBER22. Three replicates of all-atom MD simulations were conducted for each system, with a 

duration of 1 μs. 

 

Results and Discussion 

The docking study directed that fengycin can make inclusion complex by inserting its acyl chain 

into βCD. Analysis of MD simulations trajectories shows stable RMSD for all complexes, however, 

some complexes show fluctuation which means fengycin went out of the βCD cavity. After carefully 

examining the ternary complexes, fengycin/βCD-Lys shows higher atomic interaction of fengycin with 

βCD while maintaining its acyl chain inside βCD, compared to fengycin/βCD-Arg and fengycin/βCD-

Pro. The higher energy value of ternary complex fengycin/βCD-Lys also favors that the addition of 

amino acids specifically lysine can enhance the stability of fengycin inside βCD. 

 

Significance 

• This study addresses molecular mechanics (MM) of fengycin structure. 

• It also focuses on a binary complex of fengycin/βCD and shows the importance of the addition of 

amino acids to binary complex to make it a ternary complex. 

• The computational study of molecular encapsulation of fengycin with βCD holds significance in 

biomedical, environmental, and green chemistry applications, with the potential to advance the 

development of novel antimicrobial agents and environmentally friendly technologies. 
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Figure 1: A graphical representation of inclusion complexation of fengycin/βCD-AA 

 

Keywords: Fengycin, β-cyclodextrin, Inclusion complex, Molecular mechanics, MD simulation. 
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Introduction 

Ammonia has recently attracted renewed interest as an energy 

carrier for renewable energy sources. However, the high dissociation 

energy of triple-bonded nitrogen molecules represents a major activation 

barrier to the production of ammonia. The conventional Haber-Bosch 

process, which is used to produce ammonia, occurs under high 

temperatures and pressures and emits large amounts of CO2. Therefore, 

there is a need to develop an alternative technology to produce ammonia 

on a small scale in a decentralized process. Of particular significance is 

the promising Li-mediated electrochemical nitrogen reduction method 

(Figure 1) proposed by Tsuneto et al. [1], which uses an electrochemical 

cell with a platinum anode and a metal cathode to dissociate nitrogen 

easily and selectively for ammonia synthesis via lithium, the only element in the periodic table that can 

react with nitrogen molecules at room temperature. This prosess is based on the reduction of Li ions to 

metal at the cathode by electrolysis and their reaction with N2 to form a LixNyHz layer, which reacts 

with protons to form NH3. Currently, this is the only paradigm that can unambiguously perform 

electrochemical ammonia synthesis[2]. Recently, Fu et al. reported that Ca can mediate the reduction 

of nitrogen at room temperature as a promising alternative element to Li [3]. The electrolyte is 

Ca[B(hfip)4]2, and the process is analogous to that of Li in Figure 1(a). Furthermore, Ca exhibits a 

mechanism that remains unresolved, and the structural changes that occur during the mediation of the 

nitrogen reduction reaction remain poorly understood. 

 

Methodology  

The catalyst ions are reduced and deposited as metal on the cathode. Nitrogen molecules adsorb 

onto the deposited metal to form a lithium nitride surface, where NH3 is formed by direct addition of a 

proton donor. Based on this reaction model [4], in this study, Li3N is formed by the reaction of metallic 

lithium and nitrogen molecules, and the thermodynamic stability and catalytic activity of various 

lithium nitride (LixNy) phases formed under different reaction conditions are also examined. 

Additionally, the reaction pathway of the triple bond breaking process of nitrogen molecules is 

investigated using density functional theory calculations. The structure of ammonia molecules 

synthesized by adsorption of hydrogen atoms on lithium nitride was also investigated using the 

B3LYP/6-31G(d). 

 

Results  

The initial stage of the reaction in the case of the Li catalyst was 

investigated by studying, the process of adsorption of an N2 molecule onto 

a Li cluster and breaking of the N2 triple bond within the Li cluster. A 

structure was obtained in which a Li atom was adsorbed on N≡N, 

surrounded by N≡N, and incorporated into the Li cluster. Figure 2 shows 

the change in potential energy as the N-N distance is increased by 0.2 Å. 

Based on this structure, the structure of the adsorbed (Li)10 cluster is 

optimized at each N-N distance. At a distance of 2.2 Å to 2.4 Å, the energy 

decreases significantly and the structure changes drastically. This indicates 

that the structural change between 2.2 and 2.4 Å is important for the N≡N 

bond breaking. This is due to significant changes that the N-N bond as the 

N2 atom enters the interior of the Li cluster and the three Li atoms are 

inserted between the nitrogen atoms. Furthermore, structural optimization 

was performed by placing a hydrogen atom in proximity to each nitrogen 

atom, acting as a proton donor. This process revealed that, when the Li 
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cluster serves as the nucleus, hydrogen atoms form bonds with the nitrogen 

atoms that are coordinated to the outer Li, forming an ammonia molecule 

(Figure 3)[4].  

Similar calculations were performed on the reaction structure between 

nitrogen molecules and Ca clusters as shown in Figure 4. The results 

indicated a difference in the magnitude of the energy barrier is observed 

between Ca and Li. In particular, Ca exhibited a lower energy barrier, 

indicating that the nitrogen triple bond is broken at a lower energy. 

 

Significant 

The theoretical studies of the nitrogen reduction reaction using metal catalysts such as Li and Ca, 

which is considered promising for ammonia production, will enable us to propose a new ammonia 

production method and nitrogen reduction reaction to replace the conventional production method, and 

is expected to be the only paradigm that can clearly perform electrochemical ammonia synthesis. 
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Zeolite, a crystalline microporous aluminosilicate, stands out as an exceptional catalyst in the green 

chemistry synthesis. The utilization of Palladium zeolite catalysts in cross-coupling reactions, 

synthesizing unsymmetrical biaryls from aryl halides and boronic acid, has gained interested. Pd-Beta 

zeolite, owing to its specific pore sizes, exhibits remarkable shape selectivity for coupling reactions, 

demonstrating superior catalytic activity and recyclability compared to other catalysts. The larger pores 

of Pd-Beta zeolite facilitate efficient encapsulation of 

aggregated Pd species, thereby enhancing catalytic performance. In this study, we focus into the cross-

coupling reaction between Bromobenzene and aryl boronic acid using Pd-H-Beta zeolite, employing 

both experimental and theoretical approaches, as illustrated in Scheme 1. 

 

 
Scheme 1. The cross-coupling reaction of Bromobenzene and aryl boronic acid catalyst by Pd-H-Beta 

zeolite 

 

Methodology 

 
 

Results and Discussion 

The cross-coupling reaction involving bromobenzene and aryl boronic acid was studied with Pd-

H-Beta zeolite. The coupling reaction was performed employing Pd-H-Beta under diverse conditions, 

as outlined in Table 1. 
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Table 1. Screening for the cross-coupling reaction between Bromobenzene and phenyl boronic acid 

with various catalysts at reaction time 4 hrs. 

Entry Aryl halides Aryl boronic acid Catalysts Temp (0C) Yield (%) 

1  

 

 

 

Pd(OAc)2 Room temp 41 

2 H-Beta 80 8 

3 Pd-H-Beta 80 60 

4   Pd-H-Beta (reuse) 80 43 

5 

 

 

   

  

 
 

  

Pd-H-Beta 80 61 

6   

 

Pd-H-Beta 80 85 

 
Figure 2. Reaction Pathway for the coupling reaction of bromobenzene with phenylboronic acid, p-

tolylboronic acid, and 4- methoxyphenylboronic acid over Pd-H-Beta zeolite. The structures were 

calculated using the M06L/LANL2DZ functional. Energies are in kcal/mol. 

 

Significance 

In our research, the optimal synthesis conditions are studied. The catalyst's reusability further 

underscores its practicality and economic viability. Additionally, theoretical insights provided by DFT 

calculations elucidate the reaction mechanism. 
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Introduction 

The H/D isotope effects of the molecules adsorbed on metal 

surfaces play an important role in fundamental physics and catalytic 

activity. Recently, Yoshinobu et al. reported that in experiments on 

the adsorption of cyclohexane (C6H12/C6D12) on Rh(111), the 

adsorption energy of C6D12 was 0.084 eV smaller than that of C6H12. 

They also observed that the adsorption distance for C6D12 was 

approximately 0.02 to 0.03 Å longer than that of C6H12.[1] Despite 

many studies, the adsorption mechanism between H/D and metal 

surfaces is still unclear due to the difficulty of direct experimental 

analysis of the H/D isotope effect on the metal surface. In 

computational chemistry, it is important to include the nuclear 

quantum effects (NQEs) to treat H/D isotope effects accurately. One 

of the powerful methods to include NQE is our multicomponent density functional theory 

(MC_DFT).[2] Although the MC_DFT method based on localized (LO) basis set is useful for cluster 

systems, it is not suitable for surface systems. Meanwhile, plane wave (PW) basis set in the 

framework of periodic boundary condition is well known for such a surface system with delocalized 

electrons. Recently, we have developed the combined plane wave and localized basis sets (CPLB) 

method,[3] which is a new approach to incorporate both the advantages of the LO and PW. Furthermore, 

to consider molecular structural changes on metal surfaces, we have implemented a structural 

optimization program in the CPLB method. Using this program, we demonstrated the possibility of 

accurate calculations for local chemical phenomena on metal surfaces.[4,5] In this study, we analyzed 

the molecular adsorption mechanism of CH4/CD4 as a small molecule, on Rh(111).  
 

Computational Method 

The CPLB method divides the system into surface and cluster systems. The effect of delocalized 

electrons is treated as the surface system consisting of the whole system using PW (E(PW, surface). 

The cluster system consisting of a few metal atoms with adsorbates is used as an accurate calculation 

by the quantum effect of nuclei using LO (E(LO, cluster)), and eliminated the excess part (E(PW, 

cluster)). Then, the total energy (E(CPLB)) is calculated from each computational result by eq. (1). 

 

𝐸(CPLB) = 𝐸(PW, surface) − 𝐸(PW, cluster) + 𝐸(LO, cluster) (1) 

 

Additionally, by differentiating each term in eq. (1), we calculate the force on each atom (eq. (2)). 

In this study, we implemented a structural optimization in the CPLB method. 

 

𝐅(CPLB) = 𝐅(PW, surface) − 𝐅(PW, cluster) + 𝐅(LO, cluster) (2) 

For the PW-based calculations, we used the Vienna ab initio simulation package (VASP). For the LO-

based calculations, we used the modified Gaussian16 program package embedded with the MC_DFT 

method. 
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Results and Discussion  
We performed structural optimization calculations in the CPLB method 

for the adsorption of a CH4/CD4 molecule on the on-top site of the Rh(111) 

surface. The C-H/D bond length and the distance between C and the Rh(111) 

surface is shown in Fig. 2. The C-H bond length within the molecule was 

0.006 Å shorter than that of CD4. This is similar to the H/D isotope effect of 

covalent bonds due to the anharmonicity of the potential. On the other hand, 

the distance between C and the Rh(111) surface for CH4 was 0.009 Å 

longer than that for CD4. This result follows the same trend as the 

experimental adsorption distance reported by Yoshinobu et al. Additionally, 

the adsorption energy of CH4 was 0.069 eV larger than that of CH4. These 

results suggest that the interaction between the Rh(111) surface and 

CH4/CD4 is opposite to the C-H/D covalent bond trend. 

Based on these results, our CPLB approach is effective in reproducing 

the H/D isotope effects on small molecules, such as CH4/CD4, that are adsorbed on metal surfaces. 

On the day, we will also present reports including other computational results, as well as the 

development of vibrational analysis using the CPLB method. 
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Introduction 

Perovskite solar cells (PSCs) have been attracting attention because of their low cost, lightweight, 

and high power conversion efficiency (PCE). Perovskite structures are represented by ABX3 (Fig. 1), 

where A, B, and X representing an organic cation, a metal cation, 

and a halide anion, respectively. The perovskite material with Pb 

cation has higher PCE than those using other metals.1 However, 

due to the environmental toxicity of Pb, Pb-free perovskites have 

been developed in recent years. Sn-based perovskite is expected as 

Pb free perovskites.2 However, Sn-based perovskite is unstable in 

air and is reported to be stabilized by the addition of Ge.3,4 

One of a factor of decreasing the PCE of PSCs is that defects on perovskite traps the electron/hole 

and act as recombination of carriers. In particular, defect levels located within the bandgap as centers 

of carrier recombination. Additionally, it has been reported that defects are concentrated at the interface 

of the perovskite. To reduce the number of trapping sites, a passivation technique using the coating of 

organic molecules onto the interface of perovskites has been proposed. For example, ethylenediamine 

(EDA) and iodopentafluorobenzene (IPFB) are useful as a passivation molecule.5,6 Based on 

theoretical calculations, we have proposed a mechanism of passivation for Sn-based perovskite, where 

interactions between defect levels and molecular orbitals of the molecules are essential. 

Therefore, in this study, serious defects were selected as the cause of trapping for SnGe perovskite 

of CH3NH3Sn0.5Ge0.5I3, and passivation calculations using EDA and IPFB were performed for these 

defects, and these results were compared with those for Sn-based perovskite. 

 

Methodology 

We performed calculations to slab models with defects and passivated defect with a passivation 

molecule. Electronic structure calculations based on density functional theory (DFT) calculations with PBE 

functional were performed. The energy cutoff was set to 450 eV k-point sampling was set to 2 × 2 × 1 

by the Monkhorst–Pack method during the optimization calculations. Thereafter, single-point and DOS 

calculations were performed with k-point samplings of 4 × 4 × 1 and 5 × 5 × 1 using the Γ-centered 

mesh, respectively. All calculations were conducted with Vienna Ab initio Simulation Package (VASP) 

5.4.4. 

 

Results and Discussion  

First, we determined the serious defect structures of SnGe perovskite 

(CH3NH3Sn0.5Ge0.5I3). According to the conditions of defect formation 

energy and defect levels in the band gap by density of states (DOS) analysis, 

we found two types of the serious defect structures: (i) Sn/Ge vacancy 

defects (VSn/VGe), and (ii) Sn/Ge substituted with I defects (ISn/IGe). These 

defects are classified as p-type defects in which no electrons exist in the 

defect level.  
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Next, molecular passivation (adsorption) was calculated for these 

defects as shown in Fig. 2. Here, EDA was used as a passivation 

molecule. Fig. 3. shows the DOS of VSn and after passivation; VSn 

defect has a defect level in the band gap (Fig. 3a), which was improved 

by passivation (Fig. 3b). 

In addition to the above p-type defects, we also analyzed n-type 

defects in which there are electrons in the defect level. Here, we 

consider a defect that I atom substituted with MA defects (MAI). For 

these defects, passivation by IPFB was to be effective. Compared with 

Sn-based, the serious defect structures and effective passivation 

molecules tend to be similar. Thus, interactions between defect levels 

and molecular orbitals of the molecules are also important for the passivation of SnGe perovskite. 

 

Significance 

This research is about improving trapping caused by surface defects, which is one of the factors that 

reduce power conversion efficiency (PCE), on SnGe perovskite without the use of environmentally 

toxic Pb. 
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Introduction 

The current research focus in the development of bulk heterojunction organic solar cells is on non-

fullerene acceptors. In contrast to the widely used fullerene acceptors, the optical properties and 

electronic energy levels of non-fullerene acceptors can be easily modified [1]. Naphtho[1,2-c:5,6-

c']bis[1,2,5]thiadiazoles (NTz) as the central unit (NTz-DCI) are also non-fullerene π-conjugated 

acceptor molecules with polycyclic acceptor-donor-acceptor-donor-acceptor (A-D-A-D-A) type, a high 

energy gap between HOMO and LUMO and high charge mobility [2]. In a related study, Ie et al. fused 

an alkyl-substituted thiophene to NTz to form alkyl-substituted dithienonaphtho[1,2-c:5,6-

c']bis[1,2,5]thiadiazole (TNTz-c8), which resulted in a higher conversion efficiency [3]. In this study, 

the molecular structure, absorption spectra, and electronic polarization properties of TNTz-c8-DCI with 

TNTz as the central unit of the main chain molecule are characterized using density functional theory. 

 

Methodology 

DFT calculations were performed using Gaussian 16. First, TNTz-c8-DCI and NTz-DCI monomer 

were optimized, and then excited state calculations for these structures were performed using the TD-

DFT method. The computational level is B3LYP/6-31G(d,p). Next, similar calculations were performed 

for the TNTz-c8-DCI and NTz-DCI dimers to calculate the charge transfer. The calculated levels are 

B3LYP-D3/6-31G(d,p). 

 

Results and Discussion 

Structural optimization of TNTz-c8-DCI revealed a symmetric 30.9° twist around the center TNTz 

of the main chain (Figure 1). TNTz-c8-DCI is an A-D-A-D-A type molecule. Therefore, we focused on 

(TNTz-c8-DCI)2 and discussed the intermolecular interactions exhibited by TNTz. The results show 

that the stacked structure of the ADADA₋ADADA type is stabilized in a manner that circumvents the 

steric barrier of the side chain between the two molecules. Subsequently, a comparison is made between 

the present results and those obtained for  NTz-DCI without alkyl substitution. Excitedstate calculations 

indicate that TNTz-c8-DCI has a stronger absorption band in the longer wavelength region than NTz-

DCI, especially between 500-650 nm. This indicates that TNTz-c8-DCI has complementary optical 

absorption while increasing the optical absorption of the donor molecule [4].  

Table 1 shows the dipole moment, charge transfer and distance, and binding energy for the NTz 

system. The dipole moment is also smaller in TNTz, and therefore the charge polarization is also 

smaller. These confirm the effect of the π-expansion. The amount of charge transfer is about the same, 

the transfer distance and binding energy have smaller values for TNTz. The ideal charge transfer 

direction is along the acceptor-acceptor stacking axis. However, these results show that the charge 

transfer distance is extended in the direction along the acceptor molecular axis. Consequently TNTz 

with smaller one is expected higher crystallinity and improved charge transport properties in the 

complex. Further details will be presented on the day.  

 

Table 1. Dipole moment, charge transfer and distance, and binding energy of NTz-based acceptor 

molecules 

Acceptor 
Dipole moment 

(Debye) 

Amount of 

charge transfer 

Charge transfer 

distance (Å) 

Binding energy 

(eV) 

TNTz-c8-DCI 0.063 0.587 0.022 0.71 

NTz-DCI 1.125 0.586 0.400 1.41 
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Significance 

Organic thin-film solar cells are characterized by their utilization of organic compounds, which 

makes them lightweight, flexible, and enables printing processes. These attributes have prompted 

consideration of their practical use in applications that are challenging to achieve with silicon solar 

cells. In order to achieve such high-efficiency organic thin-film solar cells, the following issues remain 

to be addressed in research, (i) the development of organic semiconductor materials that enable highly 

efficient light absorption and charge transfer. (ii) the construction of optimized molecular assembly and 

organization structures in organic thin films.  

 

 
 

Figure 1.  Structure of TNTz-c8-DCI  (a) top view, (b) side view  
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Introduction 

The ongoing prevalence of HIV-1 infection remains a critical global public health concern, 

underscoring the necessity for antiretroviral medications that specifically target viral proteins to 

diminish viral replication. HIV-1 protease (PR) plays a crucial role in cleaving viral polyproteins, 

thereby facilitating the maturation of viral proteins. Protease inhibitors (PIs) approved by the FDA are 

widely used in anti-retroviral therapy to manage HIV-positive patients. Darunavir is a leading PI used 

as the second-line therapy option to reduce HIV replication [1]. However, darunavir may not be 

effective against all changes in HIV-1 PR due to multi-drug resistance (MDR). The primary objective 

of this study is to explore the Quantitative Structure-Activity Relationship-Machine Learning (QSAR-

ML) methodologies [2] to link the structural features of darunavir analogs with their inhibitory activity 

against HIV-1 PR.  

 

Methodology 

Thirty-three darunavir analogs with inhibitory activity towards wild-type HIV-1 PR from our 

previous work were used for the QSAR-ML study. Molecular descriptors for all compounds were 

calculated using Material Studio software. Using the Kennard-Stone algorithm, the dataset was then 

divided into a training set comprising 80% of the compounds (26 compounds) and a test set containing 

the remaining 20% of compounds (7 compounds). This division facilitated the evaluation of the 

generalization performance of regression models. Three regression models were employed: Artificial 

Neural Network (ANN), Random Forest (RF), and Group-Fused Adaptive Multivariate Regression 

(GFA-MLR). These models were utilized to predict the inhibitory activity of the darunavir analogs and 

assess their potential as HIV-1 PR inhibitors. 

 

Results and Discussion 

Using various models, QSAR concepts were employed to correlate the inhibitory activity of 

darunavirs with their molecular descriptors. Feature selection was performed using descriptors such as 

atomic selection, E-state keys, Chi (0) (valence modified), Chi (2) (valence modified), and molecular 

flexibility. The feature selection process played a crucial role in identifying the most relevant molecular 

descriptors for predicting the inhibitory activity of the compounds. By incorporating descriptors such 

as atomic selection and molecular flexibility, we were able to capture key structural features that 

contribute to the interactions between the considered compounds and HIV-1 PR. Furthermore, among 

these models, the ANN model in Fig. 1 demonstrated superior performance, providing the most accurate 

prediction for the inhibitory values of the darunavir analogs. The Root Mean Square Error values for 

both the training and test datasets are used to assess the accuracy and reliability of the QSAR model's 

predictions. Lower values indicate better predictive performance, with RMSE values closer to zero 

indicating a better fit of the model to the data. The superiority of the Artificial Neural Network (ANN) 

model is evidenced by its lower RMSE values for both datasets. This indicates that the ANN model 

provides more accurate predictions of inhibitory activity than other algorithms, making it the preferred 

choice for this study. 
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Significance 

The significance of this study lies in the utilization of QSAR analysis, an efficient and cost-effective in 

silico methodology, to explore inhibitory activity. By employing different algorithms, a comprehensive 

comparative analysis is conducted, offering valuable insights into the molecular mechanisms underlying 

inhibitory properties. The study can uncover critical structural features that influence the inhibition 

potency of these analogs, providing valuable theoretical insights and paving the way for the molecular 

refinement of novel anti-retroviral agents.  

 

 

 
Figure 1 QSAR models including GFA-MLR, ANN, and RF model. 
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Introduction 

Demand for food is directly proportional to the population of the world. The global population will 

increase by roughly eight billion individuals in 2024. Chemical pesticides known as organophosphates 

(OP) have been employed in agricultural and domestic settings and cause a significant risk of poisoning, 

with widespread health implications globally. Toxic effects on specific neurological organs can be 

modulated by OPs given to humans through several routes of absorption, including oral consumption, 

skin adsorption, and respiratory inhalation. These pesticides function by inhibiting acetylcholinesterase 

(AChE), an essential enzyme for nerve function, leading to overstimulation of neuronal pathways and 

fatal outcomes. Current treatments, primarily involving oxime-based reactivators like 2-pralidoxime (2-

PAM), have limitations, particularly their inability to cross the blood-brain barrier (BBB) effectively. 

Oxime is a nucleophile that is highly potent and attacks organophosphate and related hydrogen transfer 

states. Understanding the reaction mechanisms will elucidate in which the 2-PAM antidote treats 

organophosphorus nerves agents as well as aid in the development of highly effective molecular design 

2-PAM analogs.  

Quantum mechanics and molecular mechanics (QM/MM) have become one of the most essential 

tools to gain insight into the active site of enzymes and contribute to identifying the determinants of 

reactivity. Understanding key factors affecting treatment is important to the development of 2-PAM. 

 

Methodology 

The Gaussian 16 software was used for all quantum mechanical/molecular mechanical (QM/MM) 

calculations. The geometries were optimized using the B3LYP density functional theory (DFT) 

method at the high-level layer. The def2-svp basis set was used, which includes Ser203-paraoxon, 

His447, Glu334, and 2-PAM analog. The molecular fragments within a 5 Å range were addressed 

using the universal force field (UFF) molecular mechanics methodology. The B3LYP method, along 

with the D3BJ dispersion correction and the 6-311++G(d,p) basis set, was used for the high-level layer 

in both the single-point and solvation calculations. The PM7 method was used for the low-level layer. 

The solvation effects were simulated using a polarizable continuum model (PCM) with parameters 

specific to water (ε = 78.3553). 

 

Results and Discussion 

In our investigation of the reactivation mechanisms of pralidoxime (2-PAM) in the presence of 

inhibited organophosphate (OP), we delineated two distinct pathways, A and B, through which 2-PAM 

could potentially reverse the inhibition of acetylcholinesterase by OP compounds such as paraoxon. In 

Pathway A, the process initiates through a concerted hydrogen transfer involving the protonation of the 

oxygen atom at Glu334 by a hydrogen from the imidazole ring of His447. Subsequently, this interaction 

facilitates the capture of a hydrogen atom from 2-PAM, leading to nucleophilic attack on the 

phosphorous atom of Ser203-paraoxon. This series of actions results in a molecular rearrangement that 

forms a double bond with phosphorus, releasing the byproducts Ser203-paraoxon and 2-PAM. 

Conversely, Pathway B begins with a similar hydrogen transfer from 2-PAM to His447 but includes an 

additional step where a second hydrogen transfer catalyzes further reaction sequences, eventually 

resulting in comparable molecular rearrangements and byproduct release. The elucidation of these 

pathways underscores the complexity of 2-PAM's mechanism of action, suggesting that the efficiency 

of reactivation may depend on the structural dynamics within the enzyme-inhibitor complex.  
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Significance 

Understanding mechanisms of 2-PAM antidote treats organophosphorus nerves agents could lead 

to the development of more effective antidotes against OP poisoning by enhancing the reactivation 

process of inhibited enzymes. 

 

 
Figure 1. Reactivation mechanism of pralidoxime (2-PAM) inhibited Organophosphate (OP). 
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Introduction 

Human Serum Albumin (HSA) is the most abundant protein carrier in blood. It carries metabolites 

and drugs. In diabetic patients, HSA gets modified by non-enzymatic glycation due to persistent 

hyperglycemia. Lysines were found to be the main glycation sites. Abundant blood glucose conjugates 

with a free amino group of lysines. Multiple glycation sites were experimentally reported. The glycation 

impairs structure and ligand-binding capability where no molecular detail is available. Such glycated 

HSA (GHSA) was also reported to be a potential biomarker for diabetes. Many attempts have been 

made to detect GHSA in order to monitor the diabetic progression. GHSA displays the unique 

characteristics which can be used to distinguish it from healthy albumin. Recently, the X-ray structure 

of GHSA with one glycated lysine at position 195 was solved where no structural and dynamic data on 

fully glycated albumin is available. The understanding of GHSA structure and function is crucial for 

designing effective GHSA detection strategies. To date, how the full glycation disrupts albumin activity 

microscopically remains mystery. Therefore, Molecular Dynamics Simulations were performed to 

explore the nature of fully glycated GHSA. The insights obtained here can be useful for better 

understanding the effect of glycation on albumin function and designing specific and selective GHSA-

detecting strategies. 

 

Methodology 

The crystal structure of GHSA (PDB:4IW2) with one glycated lysine at position 195 was 

downloaded from PDB databank [1]. The configurations were built by modifying glucose-lysine 

structure using Gaussview -6.1 [2]. The AMBER99SB-ILDN[3], general Amber force field (GAFF)[4], 

and GLYCAM_06 were used. MD simulations were carried out by GROMACS2020.7 software 

package [5]. The 5000-step energy minimization, 10-ns equilibration (NPT) at 300K and 1atm were 

performed. The equilibrated structure was followed by a 500-ns production run with a repeat.  

 

Results and Discussion 

The full glycation of HSA disrupts both structure and function. The glycation alters the protein 

dynamics resulting in:(i) The change in drug binding affinities, (ii) The alternation of ligand-binding 

pocket sizes, (iii) The enhancement of protein reactivity, and (v) The change in W214 

microenvironment. Such unique characteristics found here can be useful for better understanding the 

effect of glycation on albumin function and designing specific and selective GHSA-detecting strategies. 

 

Significance 

The understanding of GHSA structure and function is crucial for designing effective GHSA 

detection strategies. This insight is also important for GHSA-based diabetes biosensor design.  
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Introduction 

Cervical cancer, particularly those associated with high-risk human papillomavirus (HPV) types, 

poses a substantial burden on women's health globally, with HPV18+ being one of the most prevalent 

oncogenic strains implicated in the development of this malignancy. Despite advancements in treatment 

modalities, the efficacy and tolerability of current therapeutic approaches remain limited. A previous 

study reported that a Janus kinase 2 (JAK2) inhibitor can induce apoptosis in HeLa HPV18+ cancer cell 

lines, indicating that JAK2 is a promising target for treatment [1]. In this work, we employed a docking-

based virtual screening approach to identify JAK2 inhibitors. The screened compounds were evaluated 

for cytotoxic effects against both cervical cancer and non-cancer cell lines. 

 

Methodology 

Molecular docking using the GOLD program was employed to screen candidate compounds. The 

three-dimension structure of 78 furochochicine derivatives acting as ligands were generated using the 

GaussView program. The 3D structure of JAK2/tofacitinib (PDB: 3FUP) was obtained from the RCSB 

database, and hydrogen atoms were added to the protein. The reference ligand (tofacitinib) was 

designated as the docking center, and a sphere with a 12 Å radius around tofacitinib was generated for 

docking. Each compound was docked, and 100 docking poses were collected. The screened compounds 

obtained from virtual screening were then subjected to cell-based assays to study their anti-cancer 

effects. HeLa HPV18+ cervical cancer cell lines were seeded in 96-well plates, treated with the screened 

compounds, and incubated for 48 hours. After incubation, MTT solution was added, and the formazan 

crystals formed by metabolically active cells were solubilized. Absorbance was measured at 570 nm to 

determine %cell viability. 

 

Results and Discussion 

Virtual screening revealed that 31 in-house furochochicine derivatives (94.93-61.38) exhibited 

GOLD fitness scores superior to that of ruxolitinib (60.48), a known JAK2 inhibitor. Furthermore, these 

31 screened compounds demonstrated potent cytotoxic effects against the HeLa cervical cancer cell 

line, with IC50 values reaching the micromolar scale. Consequently, these potent compounds were 

further investigated to gain insights into their cellular mechanisms using flow cytometry-based 

apoptosis detection and Western blotting analysis. 

 

Significance 

The integration of computational screening with experimental validation has resulted in the 

discovery of a novel compound scaffold as a potent JAK2 inhibitor for cervical cancer treatment. Some 
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of the in-house furochochicine derivatives hold significant promise as potential therapeutic agents for 

further clinical development, offering new hope for patients with cervical cancer. 

 

 
Figure 1: Workflow for the discovery of novel JAK2 inhibitors using in silico and in vitro studies 

(black: completed works, gray: future works). 
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1. Introduction 

The appearance of the SARS-CoV-2 variant XBB.1.5 has instigated a global health crisis by 

exploiting the attachment mechanism of its spike protein, facilitating viral entry into cell. This 

challenge has inspired an urgent demand for the development of neutralizing molecules to counter 

viral invasion1,2. Antibodies (Abs) are well-known to neutralize SARS-CoV-2 by binding to its spike 

protein, preventing virus entry into cells and subsequent infection3. However, antibody neutralization 

can be less effective against new SARS-CoV-2 variants due to mutations that reduce antibody binding 

efficacy4,5. Moreover, therapeutic monoclonal antibodies can be expensive and challenging to produce 

at scale, limiting their accessibility and widespread use6. Alternatively, nanobodies (Nbs), which are 

the single variable heavy chain domains of antibodies7, are a promising option due to their small size, 

high binding affinity, solubility, stability, and effectiveness in neutralizing SARS-CoV-2 by binding its 

spike protein8. However, traditional methods for nanobody screening, such as phage display and 

immunization of animals (e.g., camelids), have several drawbacks. These include being time -

consuming, costly, resource-intensive, necessitating extensive gene library construction, and requiring 

expertise in molecular biology techniques9-11. To address these limitations, we propose an in silico 

approach to select a Nb and improve its binding affinity with the SARS-CoV-2 spike protein receptor 

binding domain (RBD), circumventing traditional production limitations. We screened 29 Nbs against 

RBD XBB.1.5 via the HDOCK server to identify a lead Nb and engineered it through computational 

design for heightened affinity. 

 

2. Methodology 

 

2.1 Selection of lead nanobody for RBD XBB.1.5  

The XBB.1.5 RBD structure was engineered by changing P486 to S486 in PDB ID 8IOV. To 

discover a lead Nb with the highest binding affinity for the XBB.1.5 RBD target, all 29 Nbs from the 

Protein Data Bank (PDB) (https://www.rcsb.org/)12 were docked with the RBD XBB.1.5 using a blind 

docking method in HDOCK (http://hdock.phys.hust.edu.cn/)13. Next, the Nb/RBD complexes 

underwent energy minimization using the AMBER ff14SB force field to achieve the optimal torsion 

of amino acid side chains14, ensuring optimal conformations before rescoring with HDOCK. The Nb 

with the lowest HDOCK scores was selected as a lead Nb. This chosen Nb was then utilized in the 

subsequent phase of the structure-based engineering process. 

2.2 Structural-based engineering of lead nanobody for RBD XBB.1.5 

To improve binding affinity of the lead Nb to RBD XBB.1.5, site-directed mutagenesis was 

performed on the lead Nb. The HDOCK score of the Nb/RBD complex from the lead Nb selection 

process was recorded as HDOCK(Nb native). Mutations were prioritized at residues on the Nb interface 

that either did not interact or had repulsive interactions with RBD XBB.1.5. Prior to redocking, each 

mutated amino acid was optimized using the CHARM force field within the Discovery Studio 
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program15. The mutated Nb was then redocked to determine the post-mutation score, referred to as 

HDOCK(Nb mutant). The ΔHDOCK value for each Nb mutation was calculated to assess the binding 

affinity changes for each mutated residue using Equation (1)16. 

 

ΔHDOCK = HDOCK(Nb mutant) - HDOCK(Nb native) (1) 

 

The ΔHDOCK score indicated the binding affinity of each residue of Nb to RBD XBB.1.5. The 

mutation that resulted in the lowest ΔHDOCK at a specific position was selected for multi-point 

mutation 16. This multi-mutated Nb was then docked with RBD XBB.1.5 to obtain the final HDOCK 

score. The sequences of the multi-mutated Nb and the lead Nb were aligned using BioEdit software to 

assess sequence similarity 17. 

 

2.3 Physicochemical properties 

The predicted physicochemical properties, including contact surface amino acids, contact 

surface area, and chemical and physical interactions of the engineered Nb, were determined using the 

PDBsum server (http://www.ebi.ac.uk/thornton-srv/databases/pdbsum/Generate.html)18. Additionally, 

other properties such as molecular weight, pI value, molar extinction coefficient, instability index, 

aliphatic index, and grand average of hydropathicity (GRAVY) were predicted using the ProtParam 

(ExPASy) tool (https://web.expasy.org/protparam/)19. Protein solubility was assessed using the Protein–

Sol web server (https://protein-sol.manchester.ac.uk/)20, and total charge was calculated using 

PROTEIN CALCULATOR v3.4 (https://protcalc.sourceforge.net/)21. 

 

3. Results and Discussion 

 

3.1 Selection of lead nanobody for RBD XBB.1.5  

The selection of lead Nb for RBD XBB.1.5 was based on a docking process. The criteria for 

selection, the HDOCK score of the lead Nb should be low, indicating high binding affinity. This 

investigation discovered in Figure 1 that the Nb_7KGK exhibited the highest binding affinity (-464.97) 

to the targeted RBD XBB.1.5. Therefore, Nb9 was appropriately chosen as the lead Nb for further 

amino acid engineering. This outcome aligns with earlier studies indicating that the Nb_7KGK exhibits 

optimal interaction with RBD Variant-of-Concern (VOC)16.  

 

3.2 Structural-based engineering of lead nanobody for RBD XBB.1.5 

To improve the binding affinity and specificity of the Nb_7KGK, the modification of engineered 

Nb centered on crucial target residues at the interaction site of Nb to RBD XBB.1.5, while considering 

the non-contact/interaction amino acid(s) and amino acid(s) that caused unfavorable residues upon 

protein-protein surface contact. In the introduction of single site-directed mutations, each mutation site 

was altered with various amino acids possessing diverse properties. For instance, Figure 2a-b illustrated 

that at the intriguing mutation sites of Nb_7KGK, including threonine (T33), glutamic acid (E44), 

alanine (A50), glycine (G55), alanine (A62), isoleucine (I98) and glutamine (Q104) were considered to 

mutate. We discovered that the majority 
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Figure 1. HDOCK score results of the docking of 29 Nbs with RBD XBB.1.5. 

 

of mutated residues in Nb_7KGK were aromatic residues tyrosine (Y), tryptophan (W), and histidine 

(H) with higher ΔHDOCK scores. Amino acid candidates were selected based on their potential to 

contribute to hydrophobic interactions with the RBD XBB.1.5. As a result, the engineered 

Nb_7KGK(7) from the multi-point mutation exhibited a more robust interaction with RBD XBB.1.5. 

Obviously, the HDOCK score of Nb_7KGK(7) (-604.96) indicated that the engineered Nb provided a 

higher binding affinity more than native Nb_7KGK. Notably, Figure 1(b) proves that the primary 

characteristic of the lead Nb_7KGK was its emphasis on the complementarity-determining regions 

(CDRs), specifically CDRs 1-3, for engaging with the RBM of RBD XBB.1.522,23. As expected, the 

Nb_7KGK(7) still interact on receptor-binding motif (RBM) of RBD XBB.1.5 consistently to native 

Nb_7KGK (see Figure 2c). Moreover, Figure 3 exhibits amino acids distribution of the Nb_7KGK(7) 

on RBM of RBD XBB.1.5, show higher number of interface contacted residues. 

 

In addition, Figure 4 illustrates that Nb_7KGK(7) exhibited more overall interactions (a), interface 

residues (b), interface area (c), and a greater number of hydrogen bonds and non-bond contacts (d) in 

terms of chemical interactions. It is evident that the mutation residues significantly enhanced chemical 

interactions. For instance, T33H, A50M, I98M, and Q104Y significantly improved hydrogen bond 

interactions, while E44Y, A50M, and A62W meaningfully increased non-bond contact interactions. 

These findings align with previous studies that identified hydrophobic interactions from aromatic 

residues as a key interaction of Nb on the RBM of RBD24,25. Notably, the mutated residues were 

predominantly located within CDR1 (T33H), CDR2 (G55Y), and CDR3 (I98M and Q104Y). These are 

essential structural features facilitating binding to the target ligand22,23. 
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Figure 2. Mutation points of Nb_7KGK; (a) ΔHDOCK score, (b) sequence alignment of Nb_7KGK 

and Nb_7KGK(7), and (c) structure of docking output.  

 

 
Figure 3. Distribution of interaction residues of Nb_7KGK and Nb_7KGK(7) on RBD XBB.1.5. 
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Figure 4. The comparison of protein-protein interactions of (a) Nb_7KGK and Nb_7KGK(7) with 

RBD XBB.1.5, (b) interface residue, (c) interface area, and (d) chemical interactions of RBD 

XBB.1.5/Nb_7KGK and RBD XBB.1.5/Nb_7KGK(7). 

 

Furthermore, Figure 5 demonstrates that Nb_7KGK(7) (HDOCK score -604.96) interacts 

more strongly with RBD XBB.1.5 than human ACE2 (HDOCK score -305.14). This discovery 

indicated that Nb_7KGK(7) exhibits a robust interaction with RBD, surpassing its interaction strength 

with ACE226,27. We suggest that the engineered Nb could potentially be developed as a new 

neutralizing Nb for the protection or treatment of SARS-CoV-2 XBB.1.5 infection28,29. 
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Figure 5. The comparison of (a) HDOCK score and binding posture, and the protein -protein 

interaction parameters; (b) interface residue, (c) interface area, and (d) chemical interactions of RBD 

XBB.1.5/Nb_7KGK(7) and RBD XBB.1.5/human ACE2 

 

3.3 Physicochemical properties 

According to predictions of physicochemical properties in Table 1, the engineered Nb_7KGK(7) 

exhibited only minor alterations in its overall characteristics compared to its original form, Nb_7KGK. 

Replacing the aliphatic residues in the native Nb with aromatic residues (G55Y and A62W) led to a 

slightly decrease in the aliphatic index. In contrast, aromatic mutations (T33H, E44Y, G55Y, A62W, 

and Q104Y) increased the molar extinction coefficient at 280 nm, thereby imparting a distinctive trait 

to the novel Nb30. Although the engineered Nb_7KGK(7) has a higher aromatic residue content, the 

histidine substitution at T33H enhanced polarity (resulting in a more negative GRAVY) and total charge 

at biological pH, thereby increasing the pI value31. Typically, nanobodies exhibit a basic pI value and a 

high positive charge as a common trend, strategically designed to mitigate self-aggregation22. Since 

mutations were distributed across seven residues, all mutation residues preserved the solubility of 

Nb_7KGK(7). 

 

Table 1. Physicochemical properties of Nb_7KGK and Nb_7KGK(7) 

Physicochemical properties Nb_7KGK Nb_7KGK(7) 

Number of amino acids 119 119 

Formula weight 13144.88 13549.42 

Aliphatic index 72.94 67.98 

Ext. coefficient (at 280 nm, disulfide forms) 39420 49515 

Grand average of hydropathicity (GRAVY) -0.274 -0.309 

Total charge at pH 7.4 4.7 5.8 

pI value 9.36 9.42 

Solubility 0.61 0.61 

4. Conclusion 

The selection of the lead Nb for RBD XBB.1.5 was based on a docking process, aiming for a 

low HDOCK score indicating high binding affinity. Nb_7KGK exhibited the highest binding affinity, 

making it the lead Nb for further engineering. The Nb_7KGK(7) was engineered through multiple 

point mutations focusing on key residues, showing enhanced interaction with RBD XBB.1.5 and 

surpassing the native Nb_7KGK in binding affinity. This engineered Nb displayed stronger interaction 
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with RBD XBB.1.5 compared to human ACE2, indicating its potential as a neutralizing agent against 

SARS-CoV-2 XBB.1.5. The physicochemical property predictions of Nb_7KGK(7) showed improved 

properties, such as an increased molar extinction coefficient and pI value, while maintaining good 

solubility. 
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Introduction 

The Epidermal Growth Factor Receptor (EGFR), a transmembrane glycoprotein with tyrosine 

kinase activity, plays a pivotal role in regulating various signaling pathways.1 Overexpression of 

EGFR is reported to be associated with several cancers including non-small- cell lung cancer (NSCLC) 

metastasis and survival prognosis.2 Erlotinib and gefitinib as the first- generation EGFR drugs have 

demonstrated promising results in NSCLC  patients.3 However, with extended use, treatment 

involving first-generation EGFR drugs can result in  the development of L858R-T790M and exon 

19 deletion mutations, which have the potential to diminish drug sensitivity.4 In response, researchers 

have developed irreversible second- generation medications, such as afatinib and dacomitinib. 

Nevertheless, clinical trial experiments reported side effects, including skin disorders and 

gastrointestinal issues.5 The development of the 3rd generation, osimertinib, to overcome T790M 

secondary mutation exhibits excellent inhibitory  activity and safety profile improvement. 

However, the C797S mutation developed after treatment with osimertinib. This mutation had caused 

drug binding interference, leading to drug resistance.6 Therefore, the development of efficacious 

alternative EGFR inhibitors remains a formidable challenge in the field. 

Molecular docking emerges as a valuable tool for assessing the inhibitory activity of potential 

candidates targeting EGFR.   Here, we employed molecular docking to screen a   series of pyrazalone 

derivatives, a five-membered ring containing an adjacent diaza structure with a ketone group, 

aiming to study their potential towards both wild-type (WT) and L858R-T790M (DM) EGFR 

inhibitors, aiming to contribute to the ongoing efforts in the search for effective therapeutic options 

for EGFR-driven cancers. 

 

Methodology 

The crystal structures of wild-type and double mutant EGFR tyrosine kinase (TK) were 

retrieved from the Protein Data Bank with PDB ID:6VHN and PDB ID:5UGC, respectively. The 

missing residues were built using the Modeller 10.5 program.7 Fifty-nine pyrazalones from our in-

house library were independently docked into the ATP binding site using the Chemscore- kinase 

template with the following parameters: a 10Å sphere and 100 docking poses. The compound with 

the highest PLP-score was then visualized using the Discovery Studio program. 

 

Results and Discussion 

A molecular docking experiment was performed to study the binding mode of the screened 

compound against EGFR-TK. Erlotinib and gefitinib were used as standard references for WT- EGFR-

TK, while for DM EGFR-TK, osimertinib was used as a positive control. A molecular docking 

study on WT EGFR-TK showed that there are 5 compounds that possess a higher score than gefitinib. 

While for DM EGFR-TK, there are 4 compounds that have a higher score than osimertinib. The 

highest-scored compound in WT EGFR-TK is PRL6, while for DM EGFR-TK, PRL11 is identified as 

the most potential compound. Interestingly, PRL57 exhibits dual inhibition activity against both 

WT and DM strains. 

The binding analysis of the WT-gefitinib shows one Hbond interaction at Met98, while the WT-

PRL6 complex indicates four Hbonds: 3 Hbonds found at Arg53 and one at Asp160, which contribute 

to increased binding affinity better than gefitinib. The DM-liga nd interaction analysis of osimertinib 

exhibits Hbond interaction at Met92, while PRL11 forms Hbond at Cys96. However, further 

mailto:thanyada.r@chula.ac.th
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experimental validation of the predicted inhibitory activity of the ligands is crucial step for 

confirming their potential activity as EGFR inhibitors. 

 
Figure 1. Workflow for the discovery of novel EGFR inhibitors (black: completed work and grey: future 

work) 

 

Significance 

This study contributes to the understanding of potential EGFR-TK inhibitors by identifying novel 

compounds with a binding affinity better than gefitinib and osimertinib, which are commonly used 

EGFR-TK   inhibitors. The discovery of compounds PRL6, PRL11, and PRL57 may improve further 

exploration and optimization of EGFR-targeted inhibitors. The discovery provides considerable 

implications for advancing the development of more efficacious inhibitors for EGFR-related 

illnesses, such as NSCLC. 
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Introduction 

Green Fluorescent Proteins (GFPs) emit a green glow, and their variant, Enhanced GFP (EGFP), 

shines even brighter, making it extensively used in bio-imaging applications1. Both GFP and EGFP 

have their chromophore centrally located, which is crucial for luminescence. These proteins 

autonomously synthesize their chromophores, which emit light upon excitation, proving crucial for bio-

imaging purposes. Typically, internal residues within proteins form hydrogen bonds with adjacent 

residues, influencing each other's interactions. In EGFP, residues surrounding the chromophore, such 

as Arg96 and Thr203, have been experimentally shown to play significant roles, as depicted in Figure 

1. Previous studies suggest that Arg96 has been implicated in the charge delocalization of the EGFP 

chromophore2 and Thr203 is able to stabilize the anionic form of the chromophore by forming hydrogen 

bonds between its side chain to the chromophore3. However, the theoretical details of their individual 

impacts remain poorly understood. Thus, this study theoretically investigates the influence of these 

residues on the chromophore, their hydrogen-bonded structures, and fluorescence spectra, aiming to 

clarify the roles of Arg96 and Thr203. 

 

Methodology 

From the structure of EGFP (PDB ID: 6L26), obtained via neutron crystallography which includes 

deuterium atoms, we created the “EGFP model”. This model incorporates residues and heavy water 

molecules directly hydrogen-bonded to the chromophore, so it has total of 13 residues: chromophore 

(CRO), Val61, Thr62, Gln94, Arg96, Asn146, His148, Thr203, Ser205,  

 

 
Figure 1. The location of CRO, Arg96, Thr203 and His148 in EGFP. 

 

Glu222, DOD301, DOD306, DOD323. Further, we created the “model without Arg96”, consisting of 

181 atoms and the “model without Thr203”, consisting of 191 atoms excluding only Arg96 or Thr203, 

respectively. Given the presence of deuterium in the PDB file, we use the multi-component density 

functional theory extended to density functional theory (MC_DFT), which extends the quantum effects of 

light-mass particles to particles other than electrons, such as protons and deuterons4. In MC_DFT 

calculations, B3LYP/6-31++G(d,p) were used for electrons, and all protons and deuterons are expressed 

as 1s Gauss type functions. During the calculations, we enforced the constraints that heavy atoms, 

except for CRO and heavy water molecules, are fixed to preserve the relative molecular orientation between 

the CRO and residues under the protein environment. 
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Results and Discussion 

Figure 1 shows the definitions of the distance between the 

oxygen atom of the CRO and  the deuterium atom of His148 ( 

𝑅OD ) and the distance between the nitrogen atom and the 

deuterium atom in His148 (𝑅ND). The values of 𝑅OD and 𝑅ND 

for all models and experimental values are summarized in 

Table 1. In the absence of Arg96 or Thr203, 𝑅OD becomes 

shorter than 𝑅ND, whereas it becomes longer in the hydrogen-bonded model and experimental value. 

These results indicate that Arg96 and Thr203 have a crucial role in stabilizing the deprotonated state of 

the CRO. Additionally, it has been found that these two residues also influence the charge of CRO, as 

well as its absorption and fluorescence spectra. More complete results have been reported in our recent 

paper5. 

 

Significance 

This study delves into the physicochemical origins of the emission properties of EGFP, an essential 

tool for bioimaging applications. Employing quantum chemical calculations, we specifically investigate 

the structural roles, charge, and fluorescence spectra of Arg96 and Thr203, which are directly hydrogen-

bonded to the CRO. This approach provides deeper insights into how particular protein residues affect the 

behavior, stability, and fluorescence of the CRO. Our findings offer significant contributions to the 

understanding of protein structure and its fluorescence properties, paving the way for the development 

of more accurate and controlled bioimaging techniques. 
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Introduction 

In the pursuit to enhance artificial intelligence (AI) by mirroring human cognitive processes, this 

study explores the integration of hormonal mechanisms into the Chat-GPT 4 model to improve decision-

making and problem-solving abilities. The research hypothesizes that hormonal principles, crucial for 

regulating human mood, cognition, and productivity, can significantly boost AI performance when 

simulated within AI systems (Wise R.A. et al., 2004; Florian et al., 2012). 

 

Methodology 

We focus on four key hormones: Dopamine, Endorphin, Serotonin, and Cortisol, which are crucial 

in regulating human mood, cognition, and productivity. Our methodology involves a detailed analysis 

of these hormones' roles and mechanisms, followed by adapting and integrating these mechanisms into 

the Chat-GPT 4's workflow. The effectiveness of this hormone-inspired AI model is assessed using 

standardized tests such as the SAT to measure improvements in decision-making accuracy and speed. 

(Sonne et al., 2023; SAT Suite, n.d.). 

 

Results and Discussion 

Initial testing showed that the Hormone-Inspired GPT model, termed Monkan Kankoon, 

outperformed the standard Chat-GPT 4 in both decision-making accuracy and problem-solving speed 

on simulated SAT exams. We did no specific training for these exams. Exams were sourced from 

publicly available materials. Exam questions included both multiple-choice; we designed separate 

prompts for each format, and images were included in the input for questions that required it. Notably, 

Monkan Kankoon achieved a 1.1% higher score in the SAT Reading & Writing section and an 8.5% 

increase in the SAT Math section compared to the baseline model. 

 

Exam GPT-4 Monkan 

SAT Evidence-Based 

Reading & Writing 

1:38 minutes 

(98.6 seconds) 

1:59 minutes 

(119 seconds) 

SAT Math 2:14 minutes 

(134 seconds) 

2:07 minutes 

(127 seconds) 

 

Table 1: Time Taken by Monkan’s (GPTs) and Chat-GPT 4 on Each Exam 

 

Exam GPT-4 Monkan 

SAT Evidence-Based Reading & Writing 723.3 (~ 91%) 730 (~ 92%) 

SAT Math 566.6 (~ 65%) 603.3 (~ 71%) 

 

Table 2. Monkan’s (GPTs), and Chat-GPT 4 performance on academic and professional exams. 

We report GPT-4’s final score graded according to exam-specific rubrics, as well as the percentile. 

 

As shown in Table 2 Monkan Kankoon (GPTs) demonstrates superior performance compared to GPT-4 

in both exams. Monkan Kankoon scored approximately 1.1% higher on the SAT Reading & Writing 

section and approximately 8.5% higher on the SAT Math section. 

However, as shown in Table 1, it took longer for Monkan to respond, with a delay of 21.1 seconds on 

the SAT Reading & Writing section and 7 seconds on the SAT Math section. 

 

While the results are promising, the reliance on standardized tests for validation presents limitations 

regarding the model's application in real-world scenarios. Future research will expand testing to include 
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a broader range of cognitive tasks and explore additional hormonal influences to provide a more 

comprehensive assessment of the model's capabilities. 

 

Significance 

The integration of hormonal mechanisms into AI represents a novel approach to enhancing cognitive 

computing technologies, offering substantial improvements in AI-driven decision- making processes. 

This interdisciplinary endeavor not only bridges biological insights with AI development but also paves 

the way for future innovations in neuro-inspired AI applications. 
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Introduction 

Aromatase inhibitors play a crucial role in the treatment of hormone-sensitive breast and lung 

cancers by blocking the conversion of androgens to estrogens.1, 2 However, there is a need for more 

effective and selective aromatase inhibitors. Recent advancements in deep learning devoted to drug 

discovery are the application of graph convolutional neural networks to predict the properties of small 

molecules represented as graphs. In this study, we utilize the inhibitory activities of experimentally 

tested compounds against aromatase from the PubChem database. We develop a graph convolutional 

deep neural network capable of predicting molecules with aromatase inhibitory properties. The model 

with the most optimal hyperparameter set exhibits an AUC of 0.83. Our model serves as a good starting 

point for further development and for screening potential aromatase inhibitors, which can help save 

time and resources that would otherwise be spent on trial-and-error experiments.  

 

Methodology 

We retrieved a list of compounds tested for inhibitory activity against aromatase from PubChem 

(https://pubchem.ncbi.nlm.nih.gov/) (Gene ID: 1588). After removing duplicates, the compounds were 

split into two categories: 2474 'active' compounds (inhibitory effect observed) and 

3129 'inactive' compounds (no inhibitory effect observed). The classification was based 

on PubChem's criteria, where compounds with IC50 ≤ 10 µM were classified as 'active'. 

Using the DeepChem library (https://deepchem.io/), we implemented a graph convolutional neural 

network model that leverages compounds' atomic features and structural information.3 The model's 

performance in predicting the active or inactive properties of the compounds was evaluated by the AUC. 

This evaluation was carried out by comparing 16 different hyperparameter sets with the 3-fold cross-

validation method. The hyperparameter set with the highest AUC after being averaged among the 3-

fold was chosen (Fig. 1A). 

 

Results and Discussion 

Based on our method, the most optimal model with the highest AUC is comprised of the following 

layers: a 64-node graph convolutional layer with ReLU activation, a batch normalization layer, a graph 

pool layer, a 128-node dense layer with ReLU activation, another batch normalization layer, a graph 

gather layer with tanh activation, and an output node that uses the SoftMax function to assign a 

probability of a compound being "active" (i.e., having an inhibitory effect on aromatase). 

Figure 1B compares the AUC from our deep learning model with the most optimal hyperparameter 

set (AUC = 0.83) to five other machine learning algorithms (AUC ranging from 0.76 to 0.79). 

 

Significance 

Recently, graph convolutional neural networks have been successfully used to extract information 

from small molecules in the form of graphs. This technique has proven effective in learning molecular 

features and fingerprints. The current work focuses on the use of the technique in predicting molecules 

with aromatase inhibitory properties, which can be used in the treatment of hormone-sensitive breast 

and lung cancers. 

The developed model, achieving the AUC of 0.83, offers a promising further study to screen novel 

aromatase inhibitors from extensive databases, especially with compounds from natural products. The 



 

255 

ability to predict molecular properties using deep learning techniques provides an exciting opportunity 

to accelerate the drug discovery process. 

 

 
Figure 1. (A) Hyperparameters considered in this study and the optimal values obtained from the 3-

fold CV method. (B) Comparison of the AUC between the deep learning model and five other machine 

learning models. 
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Parameter varied in 

the model

Values Optimal 

value 

Number of nodes in the 

graph convolutional 

layer

64, 128 64

Number of nodes in the 

dense layer

64, 128 128

Activation function in 

the graph convolutional 

layer

ReLU, 

tanh

ReLU

Activation function in 

the dense layer

ReLU, 

tanh

ReLU
0.65 0.70 0.75 0.80 0.85 0.90

Deep learning

Random forest

AdaBoost

GradientBoosting

SVM

k-nearest neighbors

AUC

(A) (B)
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Introduction 

Fossil fuel combustion emits carbon dioxide (CO2), harming human health and air quality. 

Capturing and converting CO2 into useful compounds offers a practical solution to reduce atmospheric 

CO2 levels. Among the various CO2-recycling products, methanol is the most desirable. Its prominence 

is since the chemical industries employ it as a feedstock and "green" liquid fuel. The experimental 

research has reported CO2 can convert to methanol at 36% and side product at 64% by Ru-complex 

catalyst and morpholine co-catalyst; unfortunately, it cannot convert to methanol without the amine 

involvement [1]. In this study, we use DFT calculations to investigate how the ruthenium complex (Ru-

PNP) catalyst with ethylenediamine (EDA) assistance, can convert CO2 to methanol. 

 

Methodology 

The Gaussian 09, Revision E.01 software was applied to perform the density functional theory 

(DFT) computations [2]. The calculations employed the B3LYP-D3 hybrid functional with a mixed 6–

31g(d) basis set for C, H, O, P, and N, and the SDD basis set for Ru [3]. Energetic refinements were 

performed at the B3LYP-D3/SDD (Ru), 6–31+g(d,p) (C, H, O, P, and N) level of theory. 

Thermochemical data were computed under experimental conditions of 74.019 atm, 428.15 K and 

tetrahydrofuran solvent. 

 

Results and Discussion 

The concept of energetic span (δE) is employed to elucidate the process. The CO2 conversion to 

methanol is explored using Ru-PNP catalysis with amine assistance through three potential routes. 

Route A, with δE > 60 kcal mol-1, comprises three steps: the synthesis of formic acid, formamide, and 

methanol. While Route B, with δE = 35.07 kcal mol-1, consists of four steps: the formation of formic 

acid, formamide, formaldehyde, and methanol. Lastly, Route C, with δE = 39.14 kcal mol-1, involves 

sub-pathways of formic acid, formaldehyde, and methanol. Route B has the lowest δE; thus, it is the 

most favorite route. In the case of EDA absence, CO2 hydrogenation to formic acid cannot form, since 

the formate is trapped by the catalyst. This observation explains why CO2 conversion to methanol is 

unattainable without the presence of amine. 
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Significance 

The key intermediate of CO2 conversion to methanol using Ru-PNP catalyst and amine assistance 

is formamide. 

 

 
Figure 3.  Reaction mechanism of Ru-PNP catalyst and amine-assisted CO2 hydrogenation to 

methanol. 
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Figure 2. Relative free energy profiles are plotted 
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Introduction 

Solid-state nanopore is one of promising molecular biosensors because they offer adjustable 

properties and enhanced thermal and chemical stability. The selectivity and sensitivity of nanopores 

depend on their geometries and surface properties. Nanopores detect their analytes by measuring the 

level of current blockage when single molecule passes through them. As a molecule moves through a 

nanopore, it temporarily obstructs the flow of ions, leading to detectable fluctuations in the ionic current. 

Various designs of solid-state nanopores have been explored for sensing applications, including 

cylindrical (CY), hourglass (HG), and conical (CO) shapes, each offering distinct ion transport 

properties. Most nanopores were used for DNA sequencing where protein sequencing becomes of 

interest for medical applications. Our previous work shows that the pore geometries affect the current 

level when using subnano-sized pore. Thus, in this work, the effect of pore geometries and surface 

properties of nanopore that are compatible to protein sequencing are revealed. Three key pore 

geometries (CY, HG, and CO) are investigated here. The continuum models (finite element) are used 

to observe ion transport properties.   

 

Methodology 

The nanopore system, as shown in Figure 1(a), consists of two reservoirs of equal size that are 

separated by a membrane thickness of t = 3.2 nm that contains nanopores. We consider the three types 

of the difference pore shape (cylindrical (CY), hourglass (HG) and conical (CO)), as shown in Figure 

1(b). Both the nanopore and the reservoirs are filled with an aqueous KCl solution with bulk salt 

concentrations are 0.01, 0.1, 1 M. To simulate ionic current through nanopores, the COMSOL 

Multiphysics software is used to numerically solve the coupled Nernst-Planck-Poisson (NPP) and 

Navier-Stokes (NS) equations. The finer meshes are used inside pore area and smaller than Debye 

length to accurately capture the region of the electric double layer. (EDL) [1].  

 

Results and Discussion 

In this work, the three types of pore shapes are used to investigate the effect of pore geometries on 

the ion transport. The current-voltage (I-V) curves of three types of pore shapes at different applied 

voltage +1V to -1V are shown in Figure 2. At the low concentration of 0.01 M and 0.1 M shows 

nonlinear behavior, while the higher concentration of 1 M has ohmic behavior. The result is because of 

the Debye layer inside nanopore. Low concentration results in a large Debye layer, whereas high 

concentration causes it to be small. The I-V curve of a CO pore shows that the current is smaller when 

a positive voltage is applied compared to when a negative voltage is applied. This indicates that the ion 

transport behaviors vary depending on the direction of the voltage bias, and the presence of an 

asymmetric pore leads to ion rectification. The nanopore conductance of CY is highest follow CO and 

HG.  
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Figure 1.  Schematics of (a) the nanopore system and (b) pore geometries. 

 

Significance 

The results here will be useful for nanopore design for protein sequencing. 
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Introduction 

The integration of Environmental, Social, and Governance (ESG) factors into investment decision-

making is becoming increasingly important due to the impact of ESG on financial performance and risk 

profiles. In Thailand, regulatory changes such as the Securities and Exchange Commission’s (SEC) 

"One Report" mandate further emphasize the necessity for companies to disclose comprehensive ESG 

information. Despite the benefits, the complexity and volume of ESG data present significant challenges 

to investors. This study explores the application of Generative Pre-trained Transformers (GPT) to 

enhance the processing and integration of ESG considerations in investment management, particularly 

for Thai stocks. 

 

Methodology 

Our approach utilizes advanced natural language processing capabilities of GPT models to analyze 

and interpret large volumes of contextual ESG data. The methodology involves equipping GPT with 

the various sources of the ESG knowledge repositories, including regulator’s guidance documents. The 

GPT model is then applied to perform ESG materiality assessments, comprehensive data analysis, and 

risk management. Users can access the software via the ChatGPT platform, which allows for uploading 

and analyzing the "One Report" format used by Thai companies. 

 

Results and Discussion 

The application of GPT models has shown significant potential in simplifying the analysis of ESG 

data, providing more accessible and actionable insights for investors. Key results include the model's 

ability to extract complex ESG information and its effectiveness in enhancing investment decision-

making processes. The discussion highlights the challenges related to data quality and biases in ESG 

reporting, as well as the evolving nature of ESG factors. Despite these challenges, GPT models have 

demonstrated a substantial capability to adapt and provide valuable insights, positioning them as a 

critical tool for sustainable investing.    

 

Significance 

This study underscores the transformative potential of GPT models in the realm of sustainable 

finance. By improving the integration of ESG factors into investment processes, GPT models contribute 

to more informed and responsible investment strategies. This advancement not only aids investors in 

navigating the complexities of ESG data but also promotes the broader objective of sustainable financial 

markets, aligning with global sustainability goals and regulatory standards. 
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Figure 1.  Conceptual Workflow for ESG Analysis Using GPT Models 

 

References 

1. Bolton, P., Despres, M., Da Silva, L. A. P., Samama, F., & Svartzman, R. (2020). The green swan. 

BIS Books. 

2. Brown, T. C., et al. (2020). Language models are few-shot learners. Advances in Neural 

Information Processing Systems. 

3. Schramade, W. (2016). Bridging sustainability and finance: The value driver adjustment approach. 

Journal of Applied Corporate Finance, 28(2), 17-28. 

4. Clark, G. L., Feiner, A., & Viehs, M. (2015). From the stockholder to the stakeholder: How 

sustainability can drive financial outperformance. Available at SSRN 2508281. 

 



262 

Gamified Education for Chemical Engineering student 

 

Naesara Kitsawat1, 2 and Supareak Prasertdam1, 2* 

 
1 Gamified Engineering Education Research Center (GAMER), Department of Chemical Engineering, 

Faculty of Engineering, Chulalongkorn University, Bangkok, 10330, (Thailand) 
2 Department of Chemical Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok, 

10330, (Thailand) 

*supareak.p@chula.ac.th 

 

1. Introduction 

Traditional education has predominantly used teacher-centered approaches, with instructors presenting 

content while students passively listen, limiting engagement and interaction. The most effective 

learning is a mix of teacher-centered and student-centered approaches [1]. Recognizing this, we 

developed a gamified board game for chemical engineering students, specifically for the course Unit 

Operation I, to increase engagement and knowledge retention. 

Unit Operation I is a subject that all students of the Department of Chemical Engineering, Faculty of 

Engineering, Chulalongkorn University must study because its content is an important foundation for 

studying in the Department of Chemical Engineering. Students must understand the content of this 

subject to apply it to study other subjects and work. 

 

2. Methodology 

 Gamification, defined as integrating game elements into non-game contexts, aims to motivate 

desired behaviors. Techniques like point systems, goal setting, competition, and emotional connection 

create engaging learning experiences. 

            We applied the gamification principle as a teaching medium for the Unit through board games. 

Our objectives were to study the game-playing technique to enhance learning, examine the effects of 

game-playing on students' behavior, and develop a prototype board game for Unit Operation I, covering 

fluid properties, flow dynamics, and related devices. 

 This strategic board game is set in 1887 England, where players take on the roles of chemical 

engineers pioneering the field of chemical engineering education. Suitable for 2-6 players and lasting 

1-2 hours, the game requires participants to leverage their knowledge of Unit Operation I to develop 

and utilize equipment. 

The game ends when a player fulfills their mission card by acquiring all required equipment. Points are 

earned through completing tasks and accumulating coins and star tokens. Players engage in four main 

actions: 

• Answering knowledge-based questions to earn coins. 

• Developing equipment by answering knowledge-based questions about that equipment. 

• Purchasing completed equipment. 

• Negotiating deals to borrow equipment when supply runs out. 

With elements of competition, cooperation, and academic challenge, this game offers a unique 

blend of strategy and education. It tests players’ problem-solving skills and understanding of 

engineering concepts. 
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Figure 1. Prototype of board game a) The board is designed to resemble an 1887 map of England. At 

the bottom are question cards about equipment. and b) Other components of the game board include 

medals, general question cards, and mission cards. 

 

3. Results and Discussion 

 Using a gamified board game as an educational tool for teaching Unit Operations in Chemical 

Engineering has proven highly effective in enhancing the learning experience. Traditional teaching 

methods often rely on lectures that can lead to passive learning and limited student engagement. In 

contrast, a gamified approach transforms the classroom into a dynamic and interactive environment 

where students actively participate in their learning process. The board game, designed specifically for 

the subject, immerses students in real-world scenarios where they apply theoretical knowledge to solve 

practical problems. This innovative method bridges the gap between theory and practice and stimulates 

curiosity and a deeper understanding of the material. 

Students report increased motivation and enthusiasm when learning through gamification. The 

competitive and collaborative aspects of the game encourage them to engage more deeply with the 

subject matter. As they navigate challenges, answer questions, and strategize to win, they reinforce key 

concepts and develop a firmer grasp of fluid mechanics, heat transfer, and separation processes. 

Additionally, the gamified environment fosters a sense of accomplishment and satisfaction as students 

progress, making the learning process enjoyable and rewarding. 

Beyond academic benefits, the gamified board game enhances soft skills such as teamwork, 

communication, and critical thinking. The game's interactive nature requires students to discuss 

strategies, collaborate with peers, and make decisions under time constraints, which mirrors real-world 

professional scenarios. Moreover, the relaxed and engaging atmosphere of the game alleviates the stress 

often associated with traditional assessments, allowing students to focus on learning without fearing 

failure. 

In summary, integrating a gamified board game into the teaching of Unit Operations 

significantly enriches the educational experience. It improves knowledge retention and comprehension 

and cultivates essential skills that prepare students for their future careers in engineering. This approach 
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represents a modern and effective way to make complex subjects accessible, engaging, and enjoyable 

for students. 

 

4. Significance 

Developing a board game as an educational tool for Unit Operation I significantly enhances the learning 

experience. This interactive medium transforms complex engineering concepts into engaging, hands-

on activities. By simulating real-world industrial scenarios in a simplified format, the board game 

fosters a deeper understanding of theoretical principles through experiential learning. 

As a supplemental teaching tool, it supports instructors in delivering content effectively while creating 

a stimulating and enjoyable learning environment. This innovation aligns with modern pedagogical 

strategies, emphasizing active and student-centered learning, thus enhancing overall educational 

outcomes. 
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